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- ABSTRACT

This thesis preseﬁts work in two somewhat distinct areas.
-First, the opt:'una.l: system design problem for a Mar'swroving vehicle is
attacked by creating static system models and a system eva.luatic;n
function and optimizing via nonlinear programming techniques. The
~ second ares concerns what will be termed the problem of “perturbed-
optimal solutions.” 'Given an initial perturbation in an element of
’.che solution to a nonlinear programming problem, a linear method is
determined to gpproximate t'he optimal readjustments of the cther
elements of the solution. Theri, the sehsi‘bivity of the Mars rover :

designs is deseribed by application of this method. : B
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SECTION 1

INTRODUCT ION

Tnmanned planetafy explorstion to‘date has cénsisted in the -
large of Surveyor, Voyager, ﬁiking,'and Mariner missions, which while
considerable technologicai achievements, were reiatively simply-fly-r
bys, orbiters, and stationary landers concerned with obtaining in-
formation about Mars, Venus, and Earth's moon. Apollo manned lunar
missions demonétratéd the gains to be derived from haviné increased
flexibiiity of operations on the lunar surface (witness the tremendoﬁs
increase in man's knowle&gé of the moén over that obtained from Surveyor .
data).

The.desire for increased flexibility on uwrmanned missioﬁs
along with the problems inherent in exploring furthér and further from '
Earth meané thgt'future planetary unmannéd missions will be characterized'
" by increased complexity, longer lifetimg, and more deféndency on
antonomy [1].

One area of gpproach for on-surface exploration that, among
other factors, promises to have applications fai‘ beyond the po-in‘b of
solving the present problems is the development of unmanned semi_
autonomous roving vehicles for plahétary exploration. The advantages
of a rover over a single stationaryllander are numeroﬁs. The foving
capability will allow data to be gathered over a considerabiy greater
area, geographical mapping becomes possible, and additional optiéns
as to sclentific experimentation becoﬁe available (there are ex-

periments which give little information if performed at only one
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iocation, but are extremely useful if they can be performed at many
sites,re.g., optiecal asymmetr& tests). Thé advantage of a rover over
many stationary landers is that scientific iﬁvestigation need ﬁot‘be
coﬁfined to the landing site, which is important when one considers
that many localeé of interest (espécially geological intgrest) may not
be feasible 1énding sites. 1In addition, the.cost of numerous stationary
.la.ﬁders would be prohib‘itive.

| The.ihcreased capsbilities of & rover require that the
vehicle be more complex.' Becanse of long round-trip communicabion times
(8 to 41 minutes for Mars, depending on relative planetary positions),
operating the vehicle "on-line, real-time" from Egrfh is not realistic

for any location other than the moon. Evenrﬁhere problems arise, aé
evidenced by the caméra tracking of lunar liftoffs'with only a 3 éegond
delay. This means that.the rover will have to qperéte relatively in-
dependently of. earth foi significant periods of time, hence the désignﬁ;
tion “semi-autdnomous.“'
At pfesent, the National Aeronautics and Spéce Administration
(WASA) is considering a 1979 or 1981 semi-autonomous roving vehicle
mission to the Martian surface [2]. Hoyever, as recently as 1970 NASAl_
noted that "....the technology required to‘ﬁnpleﬁent an autoncmous
Martian roving vehiéle éapability.is beyondrﬁhe present state....” [3,h]..
In the estimation of the author, a major stumbling block is the uncer- |
_tainty that exists concerning how to govern the bverall design and
_canstruction of such aAcamplex system. |
A Mars-roving vehicle (MRV) system will contain the follow-
ing functional divisions, or subsystems:
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1. science - collecting data and samples and performing
experiments

2. communications - transmitting science end vehicle status
data to earth and receiving earth commands

3. power ~ generating and storing the energy required by the
vehicle subsystems

4. thermal control - maintaining acceptable internal temper-
atures onboard the vehicle

5. navigation - locating the vehicle in a set of Mars-
centered coordinates '

6. obstacle avoidance - sensihg terrain and choosing a safe
path for vehicle travel

7. computation and data~handling - conditioning sensor data,

' performing computations,
making decisions regarding
the vehicle state, and pro-
viding event segquencing

8. vehicle structure -~ vehicle frame; suspension, =and motors,

wae%er, the design of the MRV system requlres more than the
capablllty +0 build each of the subsystems. The MRV is truly a "system"
in that'its components (subsystems) are highly interdépendent, i.e.,
they make demands upon each other which must be met iﬁ order to insure a
funetioning system. Tt is obvious, for example, that the power sub- |
system must be capable of supplying the needs of each of the other sub-
systems. The system design problemlfor an MRV is fuither compliéated
in thaf it is a problem dealing with limitédlresources. As in.most
aerdspace'systems, there are hard qénstraints oﬁ system'weigﬁt and
éize cprrésponding to the capabilities of the launch vehicle;

The problem posed then, is determining a rational method for
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making design decisions involving conflicting fequirements or tradé-
offs. More specifically, what should the weight, volume, and power
allocations to each of the subsystems beg what should the opefating
characteristics of the sdbsystems be; and under what policies should
the system be opérated? | . | |
Intuitively, one expects that there would be more thaﬁ one
feasible designrfor the system. With-a_criterion for choosing cne of
thesé possibilities, the problem is now an optimal system design
problem. Justification.for attempting to optimize the design lies in
the expected high cost of the system and mission. Because the butlay
~ will be large, it is reasonable to attempt to maximize the "oubtput" of
the mission. The added cost of the optimizabion stﬁdy should be
negligible with respect to total cost. - E
beﬁermination‘of the optimsl design will preceed construction
of the MRV. ‘Assuming the optimum design has been specified, suppose
that one or more of the design pargmeters ié perturbed from its optimum
value, Reglistically, this ﬁase might occur for sevéral.reasoﬁsa
1. a decision to use "off-the-shelf” hardware |
2., the addition of another constraint upon the design
3. the optimum value of a parameter being an infeasible
design value {(e.g., a data rate of 6.14371 bits/sec
would probebly appear as 6.45 or 6.5 in the final
design). ' :
'Fo;lowing this perturbation, there exists in general an optimum mammer
in which the other design parameters should readjust to the-pertufbationl

so0 as to minimize the effects on the total design. This new solution

will be called the "perturbed-optimal solution."”
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The straight—forward wa& to handle this case would be to re-
‘solve the optimal design pioblem (in effect, there is a new problem).
However, as will be shown later, the solﬁtioﬁ of.the optimal system
design problem is complex, and rEquires.an'iterative computer solution
in which there is no guarantee of convergence.

Thereforé, another part of the system design problem'is to
develop a method to approxmnaté the parameter réadjustmenté and
circumvent thé Pproblem of redoing the optimal design;

This research will solve the optimal system design problem for
a Mars-roving wvehicle and develop a'méthod to approximate the perturbed-
optimal solubion subject to design paraméter perturbations, applying
this method to investigate the characteristics of the optimal MRV
design. | -

The organization of the remainder ertheltext is as follows.
Section 2 deég;ibes pa;ﬁ work relevant to both fhe sysfem optimization
problem and sensitivity analysis in nenlinear programming (NLP).

Section 3 is an overview of the spproaches taken to solve the optimal
design pfoblem for a Mars-roving vehiele and the perturbedyoﬁtimai
éolutions preblem in NLP. In Section 4, three aiternative system models
forra Mars rover aré'derived,Aand a systemrevaluation.function is chbsen.
Section 5 p;gsénts optﬁmél design results‘fo:‘each of the system models.
The pﬁfpose of Section 6 is to present relevant_NLP,tﬁepry and develop
the sdlution to the perturbed-optimal solutions (POS) prdblem. Section
7 contains descriptions of the sensitivity of the Mars rover désigns_

determined in Section 5 by application of the results of Section 6.



Sections 8 includes discussion of results, conclusions, and the author's

recommendations for extensions of the work presented in this thesis.



SECTION 2

HISTORICAL, REVIEW

In this sec%ion,'previous tecﬁnicai work that haé béar—
ing upon the work of this résearch will 5e discussed. Because the
research contains two somewhat distinet parts, the review will be like-
wise dividéd. |
The first part céncerns itself with opfﬁnal system design,

with specific referénce.to aﬁ aerospace system. The philosophy of
system design for aerospace systems can best be seen by examination of
design work done in the past ten years; Formad optimization has rarely
been,attemétéd for -cases other than dynamic system models, In fact, onlyl
~one staiiérfofmulation of an aerospace system design optimization problem
was found, that for launch vehiﬁle design, and the motivation and
analysis effo:?‘here was directed towardﬁminimizing monetary cost‘[?,ﬁa.
Whereas this-rt;rork was a problem in minimizing cost for a fixed per- |
formance level, t}ais research seeks o iden‘bify the maximm perf;?mance
level gttainable. -

| Although formal optimization of large scale systémldesigns is
generally not attempted, attempts are obviously ﬁade to maximize'the
effectiveness of the system. As can be seén in stﬁdiés rélafing té)
1unar }andé:s #nd rovers E?,Q], Mars fly-bys [9], Mars and Venﬁs orb-
iters I:lO] » Mars stationary landers ‘[ll, liﬂ , and the Mars-roving
vehicie ifself_[&], system design optimization is treated heuristically.
Thatlis, project managers rely on infuts from their technihal'staff and

a combination of experience and intuition to make decisions involving

T.



conflicting design trade-offs.

| Actually, the system design optimization problem is one 61"
ocptimization with constraints, and ﬁhe matheﬁatical background required
has been aeveloped. The most general formulabtion iﬁ an arbitrary vector
space is considered in Luenberger [}_?ﬂ, for example, However, theoretical
de*;relopments have tended to come from one of two areas info which this
general problem has been unfortunately divided by tradition and early
applications interest. One of these is optimization of systems tieated

as "dynamic," where the calculus of variations [11ﬂ R Pontryaginfs
maximum principle [15_-; , and Bellman's dynamic programming [16] are the
technigques used to solve a constrained optimization problem which is
posed in inf}_nite-djmensional Hilbert space. Concurrently, the study
of the "static" optimization prﬁbiem, which is gene:r;'a,lly posed in a
metric space of n-tuples, has come under the general title of mathe-
matical programming. Applications of mathematical programming have
tended toward the area'.s_"'of economics and finance ELT ,,18] ', although
there have been engineering-oriented applica“bions [:19, 20, QZEI .

The second concern of this research is with "perturbed-
‘optimal solutions" iri a nonlinear prograrming (NLP) problem. In general,
problems where interest is in measuring the effects of a change in scme
system, whether physical or mathematical, are given the title of
"‘_seﬁsitivity problems."” The problem of perturbed-optimal solutions is
therefore a special type of sensitivity problem. While there have been
many éensi;civity problems solved in the mathematical programming field,

the perturbed-cptimal solution problem for NLP as posed here has not



been attacked. An analogue to this problem is‘the accessory opbimal
solution problem in dﬁmic system optimi_za’cion E?E] P whei-e a pre-solved
problém requires a new solution because of cﬁanges in either initial or
terminal conditio_ns. |

The sensitivity problems solved for the mathematical frogra.m-
ming problem to date concerned themselves mostly with Wha,ﬁ might be
termed the input to the problem. The mathematical programming problem
asks: how does éﬁe extremize =z given funcfion subject to some con-
straints on the elements available for cptimization? Sensitivity
problems have posed the question: if the function to be extremized
| and,/or the functions describing the constraints are changed, how does

t

the optimel sclution change?

Qne of the simplest pfoblems wheré a, senéi‘biviﬁy questioni
arises is in lthe solutiqn of sj_multaneogé: li_nea.: élgebraic equations.
The degree ofl"sensitivity of the solution of the vector-matrix eqﬁafioﬁ
Ax = b, wvhere A 1is an n by n matrix end b an n-vector, to perturb-
atlions in the éon@onents of A and b is discussed in Aokl [2?3 . |
Perhaps the best known éensitivity problem is the interpreta-
"tion of LaGrange multipliers as sensitiviﬂty caefficients, or "shadow |

prices.” It is known E’:’@, that the 'LaGrahge nmultipliers (hi) result~
ing from the solution of .
minimize F(x)
subject to gi(x) £ 0 i=l,2,...,m
where x is an n-vector, represent the sensitivities of the optir’nwn.

value of the function £ with respect to "small” changes in the con-
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straint specifications. More specifically,

af{x*)|.

. ab,
b=0

where x¥ is the soluiion to the original problem,. if fhe perturbations
in the constraints are of the form gi(x) < b, |

Shetty [25] has solved a sensitivity problem for the linear
programming case (i.e., the £ and & functions above are affine)
where somewhat more general perturbations arc permitted. In addition,
he asks: "When the value of one of fhe variableé is changed by a given
anount, what' changes are necessary in the values of the other variables
if the change-in the value of C(x) [the objective function, or £(x)
in the preéent ‘notation] is to be a minimum?” An algorithm for the
solution is developed in temms of manipulations on the final Simplex
table_a.u. Th:u_s is the only direct reference £0 perturbations in the
cox@onez_rbs of the va.riable vector compri.sing the éolution to the
mathematical prog‘rammiz-w_g problem that the author is a,‘ware .of_ . I’.c is
also precisely the algorithm to identify the perturb.ed-opti_ﬁza.l solution
.in the linear case.

General sensitivi‘b:;r aﬁalyses with respect %o perﬁui‘ba‘tipns
in the cbjective f_‘unction and const_raints for the liﬁear progfamming
pro’blérh havé been éexamined by a number- éf researchers, and sevéral
methods for their solution have been developed. Courtiilot E?6] has
éxamin_ed variafions in the optimal solution with perturbations in thé

components of the matrix A and the vectors b and ¢ in the lineax
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programming problem:
ms.xi_miz.e‘ ch
subject to Ax<%b, where x is an n-vectof.
Saaty [eﬂ parameterized the elemen£s of the coeflficient vectors and
matrix above and follows the solution as a function bf the va.rié,tions
in these parameters. Kelley [28:' shows that Saaty's approach is
identically a primal-dual procedure. An interesting application of
the solutions of. this linear problem, which has become ¥nown as the
parametri_c progranmming problem, to decision theory is by Isaacs E29] |
His approach trested the perturbations as errors in pro‘ba‘bility
' estimations and developed theory to indicate when the errors became
large enough.. to cause a switch in the optimal decision. Again, this
wcﬁ*k applied only to the liﬁear case. ‘

‘Boot Ecﬂ starts with the quadratic progra:fmning problem:

' - T
maximize a x -

subject to €T x <

where x 1is an n-vector, B and C are matrices and a,l and d are
vectors, and investigates propérties of the change in the solution for
sma:l.i perturbations in t_he elements of a, B, C, and d.‘

Wolfe Eﬁl] solves a.parametric progra:mning—typé Problem in the

quadratic prograrming case. His method obtains sclutions for:

. T '
maximize B c x+xTDx

subject to Ax=D5D
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with x an n-vector, A and D 'matrices (D hegative sémi-definite),.
‘and b and ¢ vectors, for all values of the scalar 6, 8 = 0.
The most complete sensitivity ana}fsis to date gppears in

Fiacco and McCormick [Eé], who start with the NLP problem:

minimize = f£(x)
subject to gi(x) >0 i=1,...,m
hj(x) = 0 Jd=1lsc.05p

with £, gi; and hj all nonlinear functions of the n-vector x, and
consider (under certain mild conditions) the change in the optimal
solution for what they term the general parametric programming

problem, which is:

minimize_ f(x) + €, ao(x)
subject to gy (x) + e, b (x) 20 1= 1,...,m
e i hj(x) + €j+m C.(}C) : O j = lJ""P

for the case whére theﬁélements of them + p + 1 vector, € ; are small.
It is important to note that with the exception of Shetty's
work in ﬁhe linear programmiﬁg_case, these sensitivity probléms all
rconcern,perturbations in the constraints or dbjéétive funection, while
the.problem of interest in this thesis ié sensiti?ity-of tﬁersolution
with respect to forced perturbations in_elements'of the optimal
solutién itself. 1In addition, while in the linear case the perturbed-
‘qptimal sélution is easily found exactly, in NLP probleﬁé only nonlinear

techniques can yield the exact solution.



SECTION 3

METHODOLOGY

This section will describe the system design optimization
and perﬁurbed—optimal solutions problems more completely, and indicate

proposed methods of solution.
3.1 OVERVIEW

Design, in the systems sense;, is the process of specifying
the infermation required by sﬁbsystem_designers. This information cén-
sists of the operating requirements to be met by each subsystem, and
all constraints under which thé subsystem designer must work. For the
désigner of a communications subsystem for example, such informationr
might be that a pulse-code modulsgted subsystem.capabie of 'x' data
rate; not exceeding 'y' weight, and drawing ‘z' watts maximum power
is needed, - |

System analysis is the fask of determining an accurate -system

model. Required by this definition is the examination of all design

trade-offs in the context of their effect upon the operation of the

system as a whole. For a system of non-trivial size, the system design

is composed of many paramecters undér many constraints, fhe interrelation-
ships between the parameters may be complex, and it is necessafy to con-
sider all parameters and constraints concurrently.

The task of optimization requires that the manner in Which
the design parameters react is known. It imﬁliES'thé use of a

mathematical model of the system. In most applications, the equations

e

13.
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of the system model are the result of work usually done by the subsystem
'de31gners. Again u51ng the communlcatlons exaxple, the system.model

can include equations relating power input, data rate, and subsystem
weight. Confidence in the model equation is based upon the assumption
that it should be possible to design a communic&?ions subsystem.whose
important parametérs relate (at least approximately) as the equation.
predicts. This illustrates that system design is really a "eclosed-lacp"
process., Information obtained at the subéystem levellof design 1is ré-
quired to obtain-a system model, which will be used eventually to
specify parameters that are inputs to the subsjstem design procedure,

In addition, modifications or innovations which occur-on the subsystem
level (e.g.; a new material makes it possible to reduce weight) mustrbe,'
used to upﬁéte the model. It is importanﬁ to recognize and utilize this
J.nterpla,y between the two levels.

It is 1nfeasible to expect to be able to force the model to
inclﬁde all possible de51gn variations. Radlcally different approaches
to a design problem will usually have sisnificantly different effects
on how the design parameters relate. It becomes ne;éssar& %hen, to
make certain assﬁmpfions about the system and subsystem.configurations.
This in turn means that optimization for a single model is not an end
product simply because there are probably other designlalternatives
not included in that model. To claim that a system design is indeed
optimal, it is necessary to first comnsider thelmodels'éorreSponding
-to the get of'éll possible input assurpbions. | .

The search for the optimum also implies that there is a
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standard by which the system quality can be measured. This objéctive
(or objective function) may or may not be unique. Generally, the
objective measures how well the system is fulfilling its purpose. If
there are alternate ways of describiﬁg how well the éystem performs,
these too are inputs to the optiﬁization'process dnd must be separately
considered. _ | |

In eddition, there are assumptions that must be made abqut
external. constraints (funding, development of new techniques, time
scﬁedules,...) which.may'affect.thé design and may not be deterministie.

The many possible combinations of design assumpﬁions, |
objeétives, apd externai constraints meke system design optimization an
exhaustive process in the sense that the solution must be obtainéd for
sets of inputs ﬁefore confidence.in the validity of the optimm is
achieved. Schematically, thé.inputs to a single "run" of the optimiz-
afibn process can be represented by Figure l, where now, for a roving
vehicle, mission goals é;e the determining factors in formulating the
~system objective. The guestions now are -- how does one go about-

determining the optimal system design, and what will the effects be of

deviating from this optimal solution? .- -

3.2 SYSTEM DESIGN OPTIMIZATION

S&stem_design is accomplished by coliecting all constraints
and attempting to sort out a feasible set of design parameters while
keeping in mind the objective of the system. Individual subs&stem
designers are constrained by the requirements of other subsystem design-

ers. The pointing error of the communications antenna will be affected
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by its power and i«reight a.llc;cafions , which musf, eventually depéen’d on
how much weight and power are allocated to other subsysfems. Decrea.s-
ing either antenna po:.nt:.ng power or the weight allocated to the '_ooint-
ing apparatus will probably have the effect of mcreas:.ng power a.nd/or
‘weight required by the electronics section of the communications package
or decreasing the performance level. The prcblem is to specif& a set
of design parameters (in this case, power and weight allocations and
perférﬁance levlels)‘ that will best a.chi-eve the objective of the sysﬁém.

There will normally be an infinite number of sets of paran}e‘ters
that will constitute a feasible and.a.c_ceptable design (:i.aE., one that can
be constructed and will o;_pera,te to some measure of sétisfaction). The
system desigrler is faced with the problem of choosing one of these.sets.
He obvioﬁsly wishes to cﬁoose that .sét which will maximize the effective-
ness of tl_}e system,

When the system is co:ﬁplex {which .may be & fesult of hé.ving
meny design parameters to choose ard/or-complex interrelationships of.
the parameters), .the jéb of making this choice can be more difficult
than the system modeling. Traditionally, the method has been to choos.e
a subset of the design parameters to satisfy a system objective to soine
degree, and then to use the model to fix the others. If this final set
is uné.cceptable, the designer mus{'. change some or all o‘f his original
choices snd re-solve until he is "satisfied” with the system design.
Unfortunately, the nagging question‘of wheth.er there is a Bétter_
solution i‘emains. This drawback is inherent in this_method, and as fhe

Historical Review points out, this has been the accepted method for
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the overall design of large unmanned e:qﬁorers. Hovever, it is pro-
posed here that if it is possible to describe the effectiveness of
these systems as a function of the design va,fia'bles, “the optimé.l solu-
tion ca.n ﬁost .often be identified,

. |
The nonlinear programing (NLP) problem is:

extremize (max or min) f(x)

N

- - subject to _ : gi(x) >0 i=1,2,...,m

1,‘2,.;-,P

|

By(x) = 0 i
where x 1is an n—vecﬁof of variables .to be chosen by the optimization
pfocess. The f, g; 's and ha' are all scalar functions (possﬂ:-ly
non-linear) of the components of x. . ' o
The NLP problem is a natural way to describe the problem Lf

optimal system design. Since the problem is now fomulated as the
- detemna.tlon of n design parameters, £(x) becomes the objective
function previously discussed. The g; and hj functions represeﬁt
the physical and external constraints rlaced upon the design. The

major advantage of this approach is that it allows all feasible de-

signs to be identified and considered.

- Thus, for a given set of assunmtlons, the optlmlza.tlon process

will consist of three par'ts

1. forrmlation of a mathematical model of the system
(1dent1flcat10n of constraints)

2. determination of the objective function in terms
‘ of the medel variables

3. 1imbedding the problem in the nonlinear Programuing
format and locating the optimum ,
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Figure 2 shows the modeling and optimization pfocess.' The optimum
cutput appears in quofes only because it ;s 6ptimal'with fespect to
the vélidity of the inpﬁt assumptions. The iteration is with fespect
to changes in these inputs. For the MRV design problem, the set of all
equality relations‘in the4modei represent all physically realizéble
(buildable) systems. The equality and inequality relations together
id.entify all feasible (buildable and Mars-deliverable) designs.

The feasibilify of the proposed ﬁethod of optimal system
design for a Mars-roving vehicle is contingent upon obtaining a
solution to the NLP_problem resulting from system modeling and. de-
-‘bermina.tion of the system objective function. The NLP problem has no
| known closed;form golution aside from some special cases, and'iterative '
techniques do net guaranteellocating the oﬁtimum. Tests.on available
iterative methods [E3,3h,3§], show that attaining:even a local optimm
is a function of thé specific problem, and that there are some problems‘
for which a given itgré%ive technique will not converge.

While the opfﬁnal design procers may yield a solution to the
problem being run, changing any of the initial assumptions will invalidate
the obtained solutioﬁ. For each set. of assumptions there will probably
be Qhanges in the system mode;, and if so, there will almost definitely
be a new and different solution. If solutions can be generated to majér
assumptions, they can be compared so as to locate a solution considered
optimal indqpendent of assumptions. However, as there appears toc be a
very iarge.number of sets of assumptibns, this work will conéentrate‘on

those appearing more critical to the outcome of the design.
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Work toward the determination of the optimal system design

for an MRV will include the following:

1. the o:ptlma.l system désign for certain sets of 'bas:.c
assumptions, namely

a. U-wheeled vehicle, direct Mars-earth
communication .

b. L-wheeled vehicle, commmications via a
Mars orbiter :

¢. 6-wheeled vehicle, direct Mars-earth
commwmication

2. in each of the categories in l., designs for a number
of different values for input variables, e.g., maximm
allowable vehicle velocity, maximum allowable terrain -
slope to be traversed, limits on internal temperatures,
relative dimensions of equipment package.

3.3 PEHTURBED-OPI’B-ML SOLUTIONS IN NONLINEAR FROGRAMMING

' While the Imtroduction contains the rationale for atbacking
the problem of perturbed-optimal solutions, the solution of this problem

is purely a mathematical concern. Given is an NLP problem which can 'be_'

writteu as:

“minimize £(x)
xeF :

F :{thj(x)=0, j'—’l,--.,P; gi(x)ao, i.:l’-..,m}

and its associated solution, a specific n-vector x*. Again, the problem

to be solved is: supposing that one or more of the components of x*

is
perturbed from its optimal value, how should the réma.ining n-1 com=

~ ponents readjusf in order to maintain the optimal property of the
solution? '

What is essentially being done is that at least one point is

being rempoved from the feasible set F, and what is being sought is a
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new point that minimizeé the change in the {ralue of f(x)._ If it is
only known that one component will be periurbed, i.é., the magnitudé
and perhaps the direction of the pé_rburbé.tioﬁ is ﬁns;pec:ified, the
solution will consist of a line of readjustment for an arbitrarqily small
perturbation. ' . | .

ﬁe pro‘biem will be formalized in a form suéh tha:b the
origins,i perturbation is of a.rbitrary.magn_itude and directibn. The aim
is to create a "useful" solution, not necessarily an exact one, while
considerably reducing the amount of manipulation from that required to
_ re-solvg the NLP problem. .

-1t is most importanf_ to note that if the initial‘perturbation
is specified in magnitude and direction, a new NLP problem in n-1
variables cen be created and the perturbed-optimal solution can be
- found, at least theoretically, exactly. The_ qualifiéation is due to
the fact that ":the general NLF problem ﬁa.s no known closed-form
solution and the best ;:ne can hope to do is locate local optima by
jterative search techniques. Thus, the solution sought in this s-«rork
has two major adv'anta.ges over the "straightforward" approéch. First,
the perturbation will be arbitrary; second, the need to solve a new
NLP problem will be circumvented.  The price paid for t_heée advantages
is that the generated solution will be an approximate one whose accura.cy
will in general decrease with increasing magnitude of the perturbation.

Finally, =n attempt will be made to extend the solution to
incl‘tiﬁe the case of forced perturbations of more than one deéign pa.r;

ameter.
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"

Specifically, work on fhe method for.the perturbed-optimal
solutions prcoblem will include:

-1. development 'of necessary conditions for a linear
approximation to the solution for small perturbations

2, analysis of conditions under which the method is
applicable - '

3. application of these results to the MRV des:n.gn
"~ problenm,

The completed work contributes to the sjstems engineering
discipline in 'th; following mannér. Determination of the optimal
system design for an MRV inclué_es the develcpment of & method of |
static optimization for aerospace systems along with demonstrated"
feasibility .'of the approach.'l In addition, it is the solution to a
complex énginéering problem that. has direct application to unma.m;ed.
Spa.ce exploration. Work on pertur‘beci-—optimal solutions in NLP will

.Solve a problem with ap;plicafions to system design that, to the
aﬁthor'-s knowlerdge, has not been addressed in the literé.ture. The
usefulness of the solutlon will be demonstrated by a.ppllcatlon to

the MRV problem. -



SECTICN 4

) SYSTEM MODELS

i
In this section; the systen modeling fbr the Mars-roving
" vehicle is described, Three major cases are considered:

1. FYour-wheeled, direct communicating rover
7. 2. Six-wheeled, direct communicating rover

3. Four-vheeled rover, communicating via a Mars orbiter.
in 4,1, the system model équations for case 1 are developed, and the .
system evaluation or objective function is described and derived. Pérts
4,2 and h.3—describe the changes in the first model necessary for cases‘

2 and 3, respectively,

4.1 FOUR-WHEELED, DIRECT COMMUNICATING ROVER SYSTEM MODEL

h,1.1 ©Subsystem Models

h.l.l.l Communication Subsystem

The Earth/Mars commmication subsystem is modeled as a direct
two way link in‘thé microwave spectrum between a Mars-roving wvehicle anﬁ
an Earth communication station. The communication 1link is divided into
an uplink to Mars and a downlink bagk to Earth. Uplink parametérs ‘
associaied with the rover are found-to bernegligible in pomparisonito
~similar downlink pérameters, and were thus not-conside;ed directly.

The downlink is composgd of the spaéecraft transmitter, a high
gain pérabolic dish antemna, a standby low gain omnidirectionél antenna,
e free space propagation path, a high_gain parsbolic dish receiving

antenna, and a ultra low noise receiver, as shown in Figure 3.

ek,
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The first step in the modeling task is to describe the subsystem
ma.‘bhema.tlca.]_'l.y in tems of link parameters. The list of pérameters chosen
to model the link is given in Table 1. The pa.rameters can be div:.ded. in-
to two classes: those which are fixéd by nature, state of the art, or
constra:.nts, and those vwhich are d.es:Lgn dependent,, , and therefore 8
function of the design decisions made (e.g. link distance is f:.xed by
nature_, 'tra.nsmittér efficiency is fixed by the state of the art; hm-rever;
data rate is free.to vary éver some range, as & funcfion of the desig:d
chosen to implement the link).

Before proceeding further, it is neéessary to make assumptions .
to specify the fixed parameters and c;mstrain the model sufficiently to
a.llow a.na.lys:.s. | _

l, The carrier is X—band mlcrowaves of wavelength 3.3 x 107 -2

meters, which have been shown to be especially well suited

for high speed communications at Mars distances. I:lt_]

e

2. The ground sta.t:.on antenna is & 64 meter parabolic dish [36]

3. The rover antemnma is a parabolic dish with a po:n.n‘b:.ng
error of 1°, | '

. Uplink parameters are negligible.

5. The overall . f. efficiency of the transmitter is 20%.

This figure is obtained from a 25% TWI efficiency and
a very low exciter efficiency [3"{1 '

6. The worst case link distance of 5.7 x 10H .metei's‘is

used.

7. Total equivalent noise temperature for the receiving
system on Earth is the sum of the galactic and re-

ceiver noise temperatures, and was assumed to be 30 K. E,Eﬂ
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TABLIE 1
PARAMETER | | SYMBOL UNTTS
Data Ratel : o Room = bits/ sec
R.F. Power Cutput P, watts
‘.R.F. Efficiency ' e, -
Power Imput _ ?com watts
Rover Antenns Diameter D meters
Y com )
Rover Antenna Pointing Error ‘AB degrees
Carrier Wavelengéh A meters ‘
e
Weight (Mass) Weom kg
Volume v, cubic meters !
Heat Dissipation Q,c watts
- - Link Distance L meters
Ndise Temperature - -Tn °k
Receiver Antenna Diameter Dr " meters
Commmnication Efficiency - ' (B/B) -

COMMUNICATION SUBSYSTEM: DOWNLINK PARAMETER LIST
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8. The commmication efficiency, a measure of the ability
of a given modulation scheme to overcome additive _
channel noise, is 5%. This corresponds to a 20:1 signal ‘
to noise ratio in a fy,pical PCM system, [395' o

The sbove assumptions specify many of the entries in the list
of parameters. To further reduce the number of uxfspecified. parameters,
equations relating the various parameters ‘cen be found.

- 1, Conservation of energy allows two equations to be written:

Ppo= 8, _Pcom
Q, = (1..%) P eom

2. Electronies weight is cobtained as a function of power
- input alone from data associated with variocus pre-

diction efforts in Mars commmication, as shown in

Figure L. Eua]

- W, = 0.59 kg/watt Poom * 3.0 kg
o

is found to approximate the functionality for Pcom

expressed in watts.

3. The weight of the antenna and its asscciated steering
motors can be approximated as a function of antenna

diameter, D__, in meters:
Ccom’

W = 2,0 D2
ant com

+ 5.0 kg. |4, 41, 7]

At this point, note that there remain only three of the

- original parameters in Table ll which have not been eifhe;- spécified by
assumption or related to another specified parameter by the simpli'fyin-g
equations identifled above: R, P _and D__. TIn other words, = |

Co cam Ccom

knowledge of these three parameters alone will, in the light of the
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basic assumptions listed, completely specify all of the parameters
identified at the beginning of the modeling task as béing necessary to.
uniquely describe the entire subsystem. Gifén these three parameters,
a subsystém could be built. However, not evéry sﬁbsystem would satisfy
'the_reqﬁirements ﬁhich this subsystem is being asked to satisfy. In
other words, not any random choice of these parameters will p?oduce a
safisfactory-subsystem. ~There must exist another equation vhich will
provide é relétionship which éhe defining parameters must satisfy; Thé
equation sought is the ciassic'range equation for g qoisy channel,

For & ﬁsuccessful" subsystem, the signal power received on
Earth must be suffieiently large to overcome the noise, The received

L }
power is given by

P =P G G L

+t 7t r TP
where R . _ R : o
‘ C Pr is received signal power,
Ptmmis'transmitted signal power,
Gt is transmitting antenna gain,
Ib is the space loss attenuation,
‘and

G, is the receiving antenna gain.

Substituting known parsmeters, for Pr and Pcom in watis, Dccm in

meters, the received power is found to be

_ 19 2
=5 x 10 ‘Dcompcmn'
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For the-signal to overcome the noise, the following relation

mist be satisfied for a PCM subsystem [391-‘
. ) ’ y

. . _23
P = 10 (B/Bo) . T - R ,

T com
where _
B/B° is the inverse of the communication efficiency,
Tn is the system noise equivalent temperature, 0K,
and

R is the data rate in bits/sec.
. “eom _

Sﬁbstituting known parameters and combining the above two

relagtions yields the relationship,

R < LoD p
cQm com Com

Only choices of the three vériables*satisfying the gbove relationship
will specify subsystems capable of communicating successfuily with
Earth. Beéausé it will cobviously be advantageous to have the upper

1imit of the equality satisfied, the equation becomes:

R = h42,0D P . ‘ '
com com - com :

In'summary,-the communication subsystem can be modeled éﬂ thé
" basis of only two chosen parameterg, es the third is determined by the
range.equation. If any of the assuﬁptions'made at the beginning bf the
analysis were to be relaxed, then additional_variables would be ineluded
to uniquely specify the subsystem. . |

For the present model, if the total weight of the cdmmuﬁications.

subsystem (this includes antenna and electronics section) is denoted by



Wcom , the weight equation is: \ |
5 : .

Woom = 0459 Poen * 20D, + 339.0 gg. | (h.3) .

The antenna size must be constrained to some limit:
<

‘Dcom" Dnax o « (k.2)
and the data transmission rate (Rcom) is:

R =42.0D° P bits/sec. o (3)

com com CoQm

4.1.1.2 Science Subsysteml

The purpose of an unmanned Martian roving vehicle (MRV) mission
- would be to gather information about the planet, as well as to develop
the technolog;r relevant to autonomcocus roving vehicl:as. “A roving capa-~
bilicy makes it iaossible to conduci;, similar tests at many different
loca.tions,'. or to modify tests according to present locatioﬁ and past
experimental results. The deéign of the scie.nce éu‘bsystem must be ba.‘sed.'
upon knowing, fifst, Whéﬁ information is sought, and second, how to
endow the subsystem with the ability to éa.ther this informeﬁ:ion.

The major thrust of a roving vehicle mission will be to
determine the probability of life on the planet [12, 55]. Xnowing
whether life is more or less probable than was estimabed before the
mission would be an acceptable result. In addition, a éomiarehensive' '
data-gathering program tracking Martian surface parameters {temperatures,
-atmoépheric compesition, surface gravity, seismoiogical activity,...)
will greatly inerease the total knowledge of the planet’s surface.
Because several stationary landers will preceed an MRV mission, rsurface

parameters will be known at some locations, and this second requirement
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takes .on a slightly lesssr priority. . |
Modeling the payload must result in relationships between the
.major parameters of the subsystem, especially those which will affect
the design of other subsystems. These parameters include: 1) weight,
2) power requ:.rement, 3) stationary science time required, and - h) data
processing requlrements. The only way to obtain empirical rsla.t:.onshlps
‘between these variables is to know wha.’s eqﬁipment will be onboard. How-
ever, ‘u.ntil the pa.rameﬁers of the science subsystem have beén chosen,
which is the result of the analysis, this information would rnoma.l_'l.y
not Ee known. What can be done is to -establish a priority list for the
equipment, i.e., a 1ist of which equipment will be added to the payload
as ﬁeight a.ﬁd power allotted to science.a.re increa.sed. The priority
list is set by defining what tests are needed to a.cqu:.re the information
lQESlI'ed, a.nd then ordering these tests according to which information
is deemed most'useful. A‘ heavy reliance was there'fore 'p'laced upon the
results of an exl:ensive. literature search concerning planetary
scientific exploration and excbiology E-!-,12, he-Sﬂ .
| écience I}riorities (descending order) ‘were determineé. to be:
1. _tes’s for qualities (properties) associated with life,

2. determine Mars surface parameters a.t diverse loca:b:.ons

- and tlmes, and

' 3. ha,ve a "general chemical 1a.boratory" with the abllity
to perform varied analyses and tests under earth
command.,

" The assumption that the Martian blo-chem:.stry (if a.ny) is

-earth-modeled is not warra.nted Free water appears to be in short
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supply on the surface, _ﬁltra.violet radiation ( 1700—3006 R) fatal .tol
most earth organisms is inecident throughout what wouid be considered
the biosphere, and temperatures are low (180-;300 K). Scme earth micro-
organisms could survive on the planet, but none have been found which
could grow in the Martian enviromment at the weekv'rates of seasonal

activity on Mars (the "wave-of-darkening,"

which may be biologice.l in |
" nature). |

Life -eirolution némaily frogresses fhroug,h and must exist
first on molecular, microbial, and then macroorganismic stages. There-
fore, life-search will be most efficient if tests are made for the
qualities associated with life (atbempbing not to assume a specific
bid-chemistry) at the lower levels. )

Indications of the presence of 1life may be functional
-(dynamical and theméd:ynazﬁical) , morphological, and/dr cheﬁcﬂ. Test~
ing for functional qualities can be accomplished by certain biological
é.ctivity tests (radioei‘sotope, turbidity, pH, calorimetric) which have
been shown to be adeptable to space science requirements. ’Morpho‘logica.l
propérties can be cbserved in the large (felevision and television
microscapé) or on the molecular level (optical assymmetry tests).
Finally, the knowledge of what chemical constituents are present on
Mars will be of Importance for practically all sfudies » but specifically
for determining the possibile bio-chemistries. |

Determination of certain Mars surface parameters can be
accomﬁlished by Viking—l9"{6—type'm¢teorology and seismology pé,ckages ;
E}, 533 . In addition, tests for magnetic propertie#, surface gravity,

and soil moisture should be considered.
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Chemical s.na]_.jsis will be accomplished by the usé of a gas
chromatograph-mass spectrometer (GC-MS) device, The device must be
cap-a.'ble of pyrolyzing samples prior to analysis. -Ref. L6 gives details.

Certa:in portions of the Tv°microscope a,nd chemieal laboratory,
seen in the literature as the automated b:.ologn.ca,l laboratory (ABL, Eﬂ&] ),

may be used to give the science package flexibility. The ABL is a '
general reagent laboratory, which when equipped with a minimal nﬁmber
of motor functions (moving samples, mixing, heating,...) wiil enable
| scientists on earth to request certain teéts based upon what the MRV
has observed up to that time. ' |

Table 2 lists science equipmén'l:; in order of" priority as = |
.chosen by the author along with other data important to the .operati‘oz;
of the package. Data processing requirements were not considefed :‘Ln‘
this analysis '(see h.1.1.7).

Basefd/'upon the infoﬁna.tion in Table-2, tw:.; spproximate re-‘
lationships bettfeen subéystem parameters can be derived by plotting
cumulative time and power vs, cumulative weight (i.e. , total weig]:;tﬁ

as equipment is added to the payload). The _da.ta. points are plotted in

Figures 5 and 6 along with linear approximations which are:

Poei = 3'1*_[} Wset . -
Togei™ 37°15 Wy - 135.0 : (h._h)
_ n_ x 10° | n, X 108 _
Toes = ( esci R ) = 35.75 Woeg ¥ —g—— - 135.0.
. com com

) . . - (B5)



| TABIE 2

_Equipment - Performance/Science Stop Weight - Power
- Activities ' Time requlred (1bs) (watts)
. (sec)* . '
_ A n x lk’.)6

1, 2 cameras n, pictures i k4,1 12
: . R

com

2. optical activity test \ soil, 1 alr sample 145 2 1
-3, GC-MS ' test optical activity hoo 2k 60

samples : :

4, radiolsotope growth test | 1 test 90 6 3

5. turbidity and pH growth test 1 test 120 Y 1

6. calorimetric 1 test - 120 3 1
T. sound detection 20 seconds - _ 30 0.5 1

: | p

8. magnetic properties test soil sample (may - 20 0.5 0

: require picture) -

9, seismometry 60 seconds’ 65 3.5 5
10. meteorology "1 profile of each 180 15 1
11. soil moisture - 1 test 30 . 2 25
12, surface gravity "1 test 20 -3 3
13.. ABL¥* no pre-programmed 9 75 200

performaence

SCIENCE SUBSYSTEM:. EQUIPMENT PRIQRITY LiST AND SOME DEVICE CHARACTERISTICS

% a1l entries assume that time required to sample from the atmosphere is 15 sec., and soll samples
‘require 60 sec, Time required includes the time necessary to transmit the outcome of the activity.

#* portions of the total package mey be used.

.9€ :
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whfere'
Ws i < weight of sgiencé ?a.yloa.d, ke
Pyoy = Dower required; watts, for simultanecus operation
Tt = time required to obtain and transmit science data
per stqp, sec ]

Tesci = time required to obtain science data per.stop, sec

o Rcmﬁ = data transmission rate for science data, bits/sec
n = number of thotographs taken/science stop.

2
- " Note the first instance of coupling between subsystems. A communications
su'bsy;stem parameter can be seen to directly affect the relationship
between two of the science pafameters. o

| A more accurate indication of the power 'requireme'nt for
science mi ‘;t 'bé the average power expended over time as a function of
total weighit. In other words, the average power (Pécia) for any weight
is the sum oi—“fz;.ll the p?oducts of experiment powerltimes experiment
time, divided by the sum of all the t:i.me.;:‘,. Surprisingly, this number

is nearly constant with total weight, and to a good approxi_ma.tion:'

Pscia=26 watte. A I '(h.l6)‘

4.1,1.3 Power Generation and Storage Subsystem

In order to meet any mission requi.rements, the Ma.rtiah roving
vehicle muét contain a suitable @owei' source, Such a Power generation
sﬁbsy_stem mst be capable of sustéiﬁé;i coperation in a hoStile environmént
and under adverse loading condi‘ﬁions._ References 56 and 57 develop & )

power system comprised of radioisotope thermoelectric genefators (RI'GS)



and hermetically se&led batteries. This form will be assumed fof the
MEV. _The power subsystém cperates in a dugl-mode fashion: Vthe RIGS
'gen_erate energy at a constant rate and any excé.‘ss is either stored inr
bq.tteries or expelled to the Mars surface as heat.

CIf Eba.tt represents the maximm energy capacity of the

batteries (wé.tt «hrs), and Pppg 18 the pover output of the RIGs, the
time necessa.rjr to récharge the batteries (Tr’ hrs.) is
B Epatt . . . ,
& s - D
RTG str : ) _ T

where PS tr is the power consi:._med by onboard vehicular subsystems .

while recharge is in progress, and Ef is the maxlmm depth of dis-

charge of the batteries divided by the efficiency of the recharge
process,

) 7 rop _ _
three factors: Pa. » the power used by the rover to accelerate from a

The power used to drive the vehicle PP N is the result of

stationary position to the roving velocity; P‘; rthe power required
to maintain ‘the velocity of the rover on level ground {the velocity is
; assumed constant); and P sl ? the power needed for slope traversal,
P_v_ is the power used by the rover to overcome the forece of
'_f‘riction while travers:mg the pla.net at g consta.nt velocity. Since on

a -flat _pla.ne :

Pv va,' where Ve is velocity and F .a. constant
then

Pv = "'kMrgm‘_rf ’
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where My is the coefficient of kinetic frictionm, Mr is the mass of
~ the rover, and g, 1s the acceleration of gravity on Mars.
The final term, P_, , in the power equation is found to be
Mrgmvf sin ¥ ,
where ¥ ‘is the angle of inclination of the slope beirig tra.ver#ed.

Combining the last 2 equations yields

P +P, = Mrgznvf (b + sin ¥ ).
This last equation can be modified to take into account wheel slippages

a two degree addq.tlve slo;pe factor approx:.mates the e:f‘fect of any
slippage Ej@] 50! |
P, + P rgmv pk+31n(7{f+2))

Beczuse the Pa term applies only to the case where the

vehicle is a.céelera,ting to Ve and because in that case power

assigned to Pv can be utilized, an approximation to Pprop might be:
— - (o] ! ’ - N

Pprop = Mg Vo (pk.+ sin (Y + 27) ). (-&.8).
The terms, va and Pstr must be determined by the operating

characteristics of the subsystems. They will consist of the power ﬁsagés
of the subsystems for tﬁe roving and recharging statéé. An expression -
for Trov » total roving time between battery recharges, is highly
dependent upon work done in modeling other subsystems, and _itsr deriva;tion
is also deferred. This work is reported in L.1.2. |

The weight of the power subsystem must be found as a function



of subsystem variables, | Ref. 4 estimates the weight of relays, con-
verters and shun’gs required for an RTG-battery configura.tiox; to be 1 kg,
which should be fairly constant within the wdrking range of the sub-
system parameters. The projection of RIG technology cirea 1975 is for

& 5.9% watts/kg capability with practically infinite lifetime when
compa.red. to the du_é'ation of the mission E56] .

- Table 3 ﬁresents data on battery types considered.dependable
enough for space applications E’)SEI . Silvver-éinc batteries -ha.ve too high
a degradation rate for use on a 6-18 month missi.on. A conservative
(more cycles, lower degradatiqn rate) choice of NiCd was made. NiCd
: bﬁtteries have a 27.0 watt-—hrs/kg ratio... Thus, the weight of tﬁe power

subsystem (Wp) can be described by: -

W, = 2168 Pop. + LO3T B o0 + 140 ke, o o (k9)

'h.1.1.4 Thermal Control Subsystem

The function of the thermal control subsystem is to maintain
a satisfactory enviromment in which v;ritica.l equipment can be ope¥ated,
The basic assumption made in thF‘: modeling effort is that a compartment
shall be temperature controlled to remain in some teﬁperature band about
300 K despite Martian enviromment variations.

Variations of the Martian environment are vital inputs.
Meximum temperatures occur at Martian noon and are estimated to be
about 265 K, while minimum temperatures of 175 K are expec‘ted__ at 'nigiit
[6@ .I Other constraints affecting the subsystem design are low at-

mospheric pressure, ‘thermal conductivity of the atmosphere, day/night

- e
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'IABLE3

Type Energy capacity Useful life  Degradation
: © (watt-<hr/gm) (eycles) (%4/cycle)

Nicd 0.027 | 10,000 ' 0.003

AgZn 0,110 150  0.200

POWER GENERATION AND STORAGE SUBSYSTEM: STATISTICS
ON BATTERIES FOR SPACE APFLICATICNS



cyélica.l. incident -eriergy variations, sbrasive dust storms, and limited
power and weight available.

Prior to the modeling effort, it was concluded that _the con-~ .
figuration of the subsysfem would have to be specified to some exteﬁt,
or the modeling té,sk would be insurmountable. Therefore, from previous
work done on choosing a thermal control configuration for a Martian
_ ‘J.Aal?p_rafcollfy [61;' s 'a’_'_p:eferred scheme was .sel:ect‘ec} from a. ligt of the many -
feasible alternétives. The choice w'as made on the basis of a list of
desired features, such as simplicity, relié.bility, range of control,
Proven performance, insensitivity to Martian atmospheric parameters,
abi;ity to 'sqrvive sterilization procedures, ease of developmenf , re-
siéta.nc:e' to dust stormm damage, and required weight. The configurati;.on
chosen is an electrically heated, heat J,jpipe-’;-cooled'insulated t_:ompaféﬁent,
as shown in Figure 7 (note that. this figure defiﬁes the v'ai'iables. ay -
and a, ; as well as the temperatures T, ’I:b and Tr__r).

| Having selec’&;d the configuration, a lis;c of describing ﬁara—-
- meters can b: éomﬁiled. These parameters are given in Table 4. A
number of heat balance equations can be Written by noting ﬁhat the
assumption of isothermal compartments implies that for each isothermal
volmﬁe » The heat imput eqﬁals the heat output. Furthermore, the heat
balance is sa‘cisfieﬁ both at night and in the day. This allows six
equations to be written. Also, an équation for subsystem weight can
be derived. ‘

A sample heat eqﬁation and the weight equation are éhown

here., For the ocuter skin during the day, let:
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TABLE %

PARAMETER | SYMBOL  UNTTS
Maximm Heater ou@utr . C Q’h B watts
Radiator ares Ar . m2
Insulation thickness ) oLy o m
.Heat pipe cooling capacity Kq : watts/K
Weight Wy Xg
Night skin temp , _ T‘bn K _
Day skin temp T o LK
Night radiator temp T X
- Day radiator temp ' Trd X

INPUT PARAMETERS
(FUNCTIONS OF OTHER SUBSYSTEM VARIABLES)

PARAMETER . SYMBOL UNITS .
Total package surface area ) A . m2
Daytime internal dissipation Q. watts
Night internal dissipation - Q. ' watts

in

‘THERMAL CONTROL SUBSYSTEM: PARAMETER LIST
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Mars-ambient temperature = Tm

Ares of surfare which radiates heat = ;A'sr
Radiometric Albedo = 295 =

A Incident solar energy = Qsol
Radiasted heat = Q‘rad

Convectivé heat loss = Q

conv
Conductive heat loss = Q‘cond
Insulation conductivity = k; = 0.0216 mg;s
Surface emissivity = e_ = 0.8 = €.
Surface absorptivity = a:s' = 0.5 = Crr
' Incident solar energy (Solar Constant) = Se = 235 —B—-Tg = T20 watts
‘ : 2 : 2
, Ny hrft m
Average convective transfer coefficient = hc
Stephen - Boltzman Constant = € = 5,67 x 1078 W&tts

ey

The heat transfer equations are [62, 63;,

Q

il

cond (A'Ar)“(ki/ 1.“i) (Ta_Tb) ’

Q.C onv

| Qra.d

(A—-Ar) b, (T,-T.) >

[}

h ‘ h
(esa‘ AsrTb) - (es r'e AsrTm )
and

, Qec1 = % (_Asun(s) ta Aalb(s))s *

For equlllbrlum the heat input must equal the heat output (i.e., zero
hea:t build-up), therefore,
Q. + Q. =R

cond conv Q‘rad .
Sﬁbstitu‘hirig values for the varisbles in this equation yields the final

heat balance equation:



(& - A)(e/15) (T, - Tp) + o (A oy + 2 Ay e) S,

B T LR

The weight of the thermal control subsystem in  kg 5 Wé ; can
.be derived from the geometry of the package and density of its components
as: | E 7, aia' ‘ : .
Wy = 55.5 AL + 7.28 A_ + 3.6% ('a?f) A+ 0.1 K. .(’4.10)

Equation {4.13) defines Bip o

To relate equationé of this form to thé MRV problem, it is
helpful to make some preliminary definitions., Let AT be the ares of
-the top and the two sides of the equipment package which do net have |
.radiators, énd ATR be AT plus the area pf one radiator; then,‘

A;;”_"gl-;;z)a-m E o : | (4.11)

. T o
ATR = AT + a—r | E . . . (ll-.l2)
where | ' '_ _ ' ' ' . ' )

815 = 8 *+ 8y ¥ B8, . o (ha3)

The worst~case effective incident areas of illumination of the surface

.

not including radiators ("s") and the radiator area ("r") by direct

A_("sﬁn") and reflected {("alt") solar radiation can be written as: |

. ,_ A N - : ._V‘ . (l'..lh)l

an(s) = —Hg - | :.(lf.ls)"
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N _ (4.16)

sun(r)

A .(h--‘_ﬂ)

alb(r) ~

ol ©

Note that the last two equations imply that e radiator exposed to direct
solar radiation will be shut off. With these variables the six heat
balances can be written.

ATeso’Tbﬁ +(A-A)h, (Tbn ~ D) =

oW
ad’Th;b(A A)EJ:'--(T -T ) ' . (4.18)
Ap @y low T Sy L intn ~ Thn Lo
. )-I- {
A S Ten * AR (Trn - Tlow) =
: !
Ao.stt ia -IE;L—(T ~T_) (k.19)
r ri low r Lj intn rn ' "
k, ok
Q‘h Q= 4, 'f.; (Tintn - Tm) + (4 - Ar) f.; ' (Tmtn - 'lbn)
. A : (4.20)
€5Th+(A-f£)z{—i(T ~T )+ (A - 55)n (T -‘ ) =
Arg€s® T 5/ 1. TpaTined! WA - 3 bd " Thi
: a‘dTh+a A + 8 A S (4.21)
Arg%s5 S Tps sun(s) alb(s) | Se .
il T A, L
T 9Tyt 7 B (Trd - Th:.) R IR
o | A tah o, 18 ¢ =k (1., T )
r | sun(r) alb{r)| “c e, q  intd ‘rd
Ar kl ' , ‘ ‘
©F D Ciee ) (h22)
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| .
s I 1 - B
Qg t(A-3 ) I (Tpa = Tinta)

K (Tinta = Tra) * gl_' }’;':E (Tin"cd - Tq - (k23)
where T : ” :
@, = absorptivity of r&diator.surface.(solar)
e, = emissivity of radiator surface (solar) .
@ ; = absorptivity of package surface {infrared)
) QEi = 'absorptivity of radiator surface (infrared).

Tintd = maximum permissible internal temperatgre

Tty = minimm permissible internal temperature

Thi = maximm .Mars-smbient temperature - |

ldﬁ = rinimm Mars-ambient temperature '
€t ;: efficiency of heat transfer. - o R

Total power consumption, PG , by the thermal control subsYstem during the

dey is: o
- 1

Py = T Kq(—T

" inta = Trd) 7 ' | (b.2k) |

while the power requirement at night is the electrical heater reguirement,

Qh .

4,1.1.5 Navigation Subsystem

Navigation is taken to mean the location of vehicle position
with respect to a set of coordinates centered in Mars. The scheme con-
sidered for first analysis is one devised by a group of the RPI-MRV

projecﬁ at Rensselaer Polytechnic Institute.
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The coordinate system is established by instruments whicl'i

: locate what would be the position of a true pole star of Mars F_Sh] and
the direction of local vertical [65] . The 1n1t1al estimate of position
is o'btaineci by tracking an orbiter with known orbital parameters ]:66, 67] .
A direct velocity sensor [6@ measures vehicle velocity relative to the
surface in a body-bound frame. A system for @dating the estimate of
position with vehicle movement [69] has been devised.

Ideally, modeling of the navigation subsystem would incllude
equations deseribing how power and weight allocations to the equipment
affect the accuracy of the subsystem, In addition, the error in detéct-
ing local verticél ( AB) has a di;-ect effect on the o‘bsta.cle avoidance
{(terrain sensing and path selection) subsystem, However, because:

1. the form of these equations appears to be complex, and

. the time regquired to derive them considerable,

2, _an error in position location does not directly affect

the operation of any other subsystem, and

3. the error in local vertical is fairly invariant for

forseeable values of the design parameters,.
it was decided to a;,llocate certain constant wvalues of poﬁer and weight
to the navigation subsystem, a.ﬁd make a worst case estimate of the local
vertical detection error. Welght and power allocations appear in Table
5. The local vertical error is assumed to be 0.2'50 E55] . Thus‘, the

navigation subsystem does not appear in any of the system model eguations.
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TABLE 5

Device : - Weight, kg Power, -wabts
pole star detector 3 1
local vertical sensor 3 2
laser (ranging to orbiter) | 2 15
position update (gyrocompass, 2 3 |
velocity sensor) :
platform, motors (torquors) 5 ' 0

Total | 15 (wnav) N

NAVIGATION SUBSYSTEM: POWER AND WEIGHT
-~ ALLCCATIONS FOR SUBSYSTEM COMPONENTS

¥ not applicable, the laser is in operation only a few seconds
per day (present estimate is 3 seconds every 2.5 hou_rs)
Let P = 6 watts.
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4,1,1.6 Obstacle Avoidance Subsystem

The cobstacle avoidance subsysteﬁ is responsible for identify- -
ing terréiﬁ hazards and choosing a safe path for travel by the vehicle.
The system considered utilizes a laser rangefinder which écans the
terrain in front of the mo*.;ing vehi;:]_e in repeatin:g arcs and determines
the height of the terrain at the sensed po-in‘bs [1[-]. This method can be
modified to estimate slopes by assuming the terrain is linear‘betwee'n
sensed points, This information is utilizéd by a dual-mode routing
algoritim E(JJ . The algoritlm assumes that previous fly—by au.'ld‘ orbiter
missions have sufficiently mapped the surface so that a coarse path
(segments on .‘.the order of kilcmeters) can be pre~prograrmed. ZILocal '
deviations in the coarse path are a.chiéved by following the outer contour
of all. obstacles encount-ered.'

Preliminary analysis demonstrated that the errors caused by
changes in power and weight allocations to the subsystem wouid be small
compared to errors inherent in the method which are due primariiy-to
errors in the detection .‘of loecal wvertical E{2,73,’{1L] . A welght allocation
(Woa.) of 5 kg, and a continuous power draw (Poa) of 15 watts were chosen.

- - An error in estimating the height of a portion of the terrain
{ Aht) can be written:
'Aht = T, sin AR = r, AP
where r, = horizontal distance to sensed terrain point. When .ca.l-
can be

culating estimates of terrain slopes, the worst case error (esl)

shown to be:
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2 ra AB .
€y = —-—8-—--— ~ degrees,
where & = horizontal séparation between the terrain points

used in slope approximations, me‘t:e::'z-;.i
Slope segments bec@e a regl concern when their sp,an approaches the
wheelbase of the véhicle. Because the nominal separation between sensed
terrain points (in the direction of vehicle travel) will be much smaller

than the wheelbase, it is feasible to consider only sets of points such

b
assumed (as per Ref. 4 )} that r, = 30 meters. : ' o

that: '
2r_ A _
€, = 2 e ; 1.e.; § = w
sl W, oo .
b ‘ .
where w_ = wheelbase of the vehicle. For all succeeding work, it was

To fincl the effect of the error on vehicle travel, a model of
the Mars terrain is required.  Ref. 75 establishes that the probability |
that a terrain segment of 61 m interval will have an average slope less
than or equal to s (iﬁ degrees) is_:r | |

. 8
P(sS£s) =] 0.17 e"m‘ an .
0

The aistribution for slopes with smaller span can be asswﬁed equivalent
q.

The percentage of terrain impassable for the vehicle on the
same scale as the vehicle wheelhase (Tact) iz a function of the maxirmm

‘slope the vehicle will be allowed to traverse(s*):
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T, = a7 178 g,

8 : o -l'x

‘but considering the error-the_vehiclé will make in interpretiﬁg slopes,
the percentage terrain considered impassable by the vehicle (T) will Dbe:

o
T = A7 e

*
8 =g
.

AT gy L )

1
witere, again in this case, the error is assimed to have a worst case

effect., Note that T is a function of s*, o2 A B, ~and the Martian

“b
terrain model.

TheHQual-mﬁde routing algorithm'requireé that a coarse path be -
chosen priér to the mission. This large-scale path will be determined |
basically by the crater distribution on Mars. To a good approximstion,
it will not be a function of vehicle capsbility, but will simpiy be a
patﬁ chosen t» detour around cfaters. Re¢ent orbiter data [}é} shows that
the percehtare of terréin area encompassed by craters is approximdtely 50%.
Because the average crater wall is too steep'fbf safe vehicie travel,
that portion of the térrain will be considered impassible in the 1arge;
scale case. For small-scale deviations froam the large-scale path, T
wil}l be determined by slope distribuﬁions and the maximum slcpe,thé
. vehicle will be allowed to traverse,

Considering both these caseé Jointly, the modeling procedure
requires a ﬁeasure of how efficient the obstacle avoidance subsystem is

as a function of the parameters discussed above. A useful deseriptor

is the path-length ratio {PLR), defined as the ratio of actual path length
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to stré.ight-line (great circle) dista.nce.

Simulation was employed to determ:l.ne PIR for both cases. Given
'tha.t the vehicle is at a point on the terra.:.n and wishes to tra.vel in the
8 = 0% direction, the probability that it will travel in the @ direction,
-p(e) s would have the form of Figure 8. (Theta is dimensionless; there
are only a fini‘be number of possible directions.) Briefly, -this is dué
to the fact that the vehicle looks for a free path by considerihg
airections in the following order: 0,1,-1,2,-2,354.... The ?robability
of 6 =0 (i.e., thé probability of traveling in the desired directioﬁ)
can be assumed 1-T if the step size is not too much grester than the
obstacle sizé.: Given that & = O is not a free pa.th, the proba‘blllty of
l orl -1 'beihg free is small (obstacles have size)., As the scan gets
further away froml the known obstaclé, the probability of the pa,th being
| free should increase. Finally, as | e[ gets large, f(@) should decrease
because a 1arge'¢| 6| will only be chosen if all ?smgller (in | e| ) paths
are blocked. The Problem with assuming this type of distribution is that
fhe statistics of ‘bl:le "mmps" are functions of Statistigs of the obéta.cles,
which are uﬁlmown for Mars. | | | |

For' purposes of simplification, 'hhe simuié.tion used a distribution
with p(O) 1 - T and all other probsbilities equal. if $6 is defined
as the angula'r deviation between possible paths, let Se = 5° 59 assumed
'(th:.s gives a separation of approximately 3m at the max:z.mum laser range
for T, 30 m), ~ Then,

.1""T, ) . i

(]
o

p(i5°) = | -
T/70 , - i=41, +2..., +35.
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A Monte-Ca.rio simulation cpmputer progfam ‘simulatec‘i t'ra.vél
from (0, 0) to (1, 0) in Cartesian coordinates, The varisbles in the
simiation were T and r (the step sizae, ar;alagbus to r;a). ' For t'he
la.rge-scale path, T = 0.50 a.s- previously established, and since the
simulation required that the step size approached the average obstacle
size, r = 25 km/1000 km = 0,025 (the average Mars crater is 16,3 km,
wi‘-th heavy debris outside the edge; the mission range will hopefully
approach 1000 km), For small-scale path deviations, T is a Tunning
variable, The vaiue of r= wb/25 I, or 0.00012 if w = 3 m. Teble 6 |
reports the results (averages) of many simnlations at varﬁng T and r.

T1.1e' next step was fitting the data of Table 6 with a continuous
ﬁmction for uée_ in the model, The tota..l PIR is the product of the
large-scale énd small-scale PLRs. Therefore, at . T = 0, FLR should be

2.0. At T = 1, PIR must approach infinity, The function

fits this form, but was not sufficiently accurate for intemediate.values.

The function

2 (1+0.05T + 0,167 T°) . _

PIR =
fits all data points within 7%. Figure 9 compares the simﬂatibn results
" with the functional spproximation,

A PLR simulation of a different approach by Eisehardt and
Murtaugh E{'ﬂ originally applied to a Surveyor (lunar) mission, gives

small-scale PLRs which vary from deviations 4% lower at low T (.20)
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_TABLEG
La.rge—scale.

T r o FLR
W20 .025 _ 1.99
Small-~scale .
r=0,00012
T . PLR
.20 1.28

‘ .30 1.h1

ko 1.61
-.50 2,08

.60 - 2.67

.TO 3,85 .

OBSTACLE AVOIDANCE SUBSYSTEM: RESULTS OF
PATH-LENGTH RATIO SIMULATION

29,
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monotonically increasing to 15% lower at'high T.(.GO) as compared with

results presented here.

4,1.1.7 Computation and Data-Handling Subsystem

" The onbo%rd compubtational and datarhanéling reéuirements for a
semi-autonoﬁous MRV are succinctly stated &ndlexplained in [3].' Briefiy
stated, tThey are: |

1. coﬁditioning of onboard sensor data

2. navigation, guidance and épecial sensor‘(antenna;

celestial) pointing computations

3. terrain rodeling, path selection and motion control

" commands ; : ' i

L, energy bookkeeping and management functionslregarding ]

the vehicular state

5. iogic for event seguencing and synchroni;ation
”Eéqpencing‘of the total vehicle system,

The data—handi£ng subsystem for the Thermoelectric Outer Planet
Spacecraft (TOPS) meets the MRV requiremen:s, and exceeds the life-time
requirement by a factor of ten [h]. Teble 7 presents power, weight and
volime data for the TOPS subsystem, These numbers will gé ;onsidéfed

constant inputs to the MRV model. Data from Refs, T8 énd 79 indicates

the validity of this approach.

4.1.1.8 Vehicle Structure Subsystem

There are a mmber of candidate vehicles for & roving exploratory
Mars mission. Both 4~and 6-wheeled vehicles have been proposed., The AC

Electronics Division of the General Motors Corp. [?d and McDonnell

-
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\\.
TABIE T
Component ' Weight, . Power, Volume,
o . kg watts j_n3
flight data subsystem 12,7 25 1000
centralized computer subsystem 22,7 50 T 15000
data storage subsystem . 1l.h 15 ' 500
Total - _ L6.8 90 3000
W P vV
(Vgp) (o)~ (V)

COMPUTATION AND DATA-HANDLING SUBSYSTEM: PCWER AND
WEIGHT ALLCCATIONS FOR SUBSYSTEM COMPONENTS
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Astronautics [.BJJ have sfud.ied f-wheeled mobil:%.'tjr subsystems. Work at
. Rensselaer Polytechnic Institute undér the RPI-MRV project has led to
the proposal of a k-wheeled wvehicle with a;n optioﬁal 3-wi'1eeléd mode [éé] .
Tt is this latter version that is considered toward formulating this
system model, Figure 10 shows a simplified sketch of the concept.
Because the RPI-MRV is dynamically scaled, all major dimensions

are dependent; defining

W, = wheelbase or front-to-rear distance between wheels
t = track or side~to-side distance betweenlwheel_.s

W, = weight (:E'rame,- suspension, Iﬁotors) |

Vv; = equipment pé,ckage volume,

i;;he following ré)_.ationships hold:

Wy = b o S (k.27)

.13 W | | | o |

[;_g;] - T - . ~ (h.28)
o] .

V. <V <V . | (4.29)

v - max

where the subscript zero indicates the nominal design values, which are

W = LoO 1bs = 182 kg ,
v
o
V. and V are functions of the vehicle size and amount of equip-
nin max :

ment onboard. Thelr wvalues are discussed in Section 5.

The slope climbing and other obstacle capabilities of the
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- vehiele are such that they should not be thé limiting factors in choos- -
ing the optimal design, The power requirements for slope climbing will
. probably be the limiting factor, This is a supposrition_ which may require

refinement or change during the actual optimization process.

" L4.1.2 System Constraints

This section regarding system constraints conxpletés‘the
, identification' and formulation of the equality and inequality con-
straints between the design parameters. The separation of this work
from the work on subsystem models derives from the fact that the
relations sought here are not bhasically indigenous to any one subsystem,
but re;presentx realizability and Mars-deliverability constraints tﬁa.t
hold between .-parameters of different subsystems. In this sectioh, we
;ase previously derived relations aé substitutions for thé first time,

The equation for PPI‘OP s eqn.(lt-.B) ,contains the total system
mass (MI_) vhich can be written as a function of _tl_'le subsystem para-

meters:
_ Z weights of all subsystems in kg
o 9.806 111/:5&(:2

1

O.lOEO[W +W .+ W +W,+W_ + W +W T+ W ]
com sci D . 8 v cp og, nav

[}

0.1020 ['wcom W * WP + WB_ + W+ 66.8] _ {(k.30)
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To descfiﬁe.internal heat dissipatioﬁ and power uses at
va&iops‘times, the power-use profile must be gstablished.' The wvehicle
system will normally opérate in one of four modes:

1, rove

2. rechﬁrge

3. science and communication

4, minimal operation (idle),
Minimal operation occurs during the period when communication between
Earth_and the vehicle is impossible due to the Mars-Earth configuration.
For early 1980's missions, this coincides with Mars night, At fhis time,.
only necessary functions (thermal control, navigation checks, computer |
coﬁtrol of system functions) and recharging are permissible. At all

times, 20% of total science power is allotted toward maintaining on-
going science Tunctions (sample treatment, experiment ﬁonitoring). Thus,
minimal pﬁﬁe;;éonsumption, which ﬁill also be the internal heat dissi- -

pation, for this period is:

Q =P +05B _+02P (4.31)

in cp scia *
To insure that thermal control functions are possible during

this period, it is required that
Prarg = 9% " Qpe o . - (k.32)
.Likewise, power consumpiions during recharge (Pstr) aﬁd rove

(P, excludes .P ) are:
mv » - “prop

Potr = Pray * Pop * 02 Pegq ¥ 01 Pop + By (4.33)



= P, +P B & ©(b.30)

where the 10% éommunication power allotment ié for the continuous
transmission of engineering data. Internal heat dissipation (Qid)

L4

during modes 1-3 can be approximated by:

Qq = PCP +0.2P , +P  +005P +0.25F . (%.35)

The total roving time between recharges (Trov) must be found to describe

vehicle operation. First, RIG power is set at .

PkTG B gprop * va

g*

= : * o) | ‘

= M.gv, p + sin (s* + 29) + B (4.36)
" where s* is the slope threshold used by the obstacle avoidance sub-

RIG

system. Actually, the prqpef formulation of the P equation wbuld'be‘

PRTG = max (Pfrop P it Qin)

g*

‘but, preliminary calculations showed that.rovinglrequirements would be

.higher and so this equation was separateﬁ into (4.32) and_(h.36). This
was not true for the G-wheel model (see part 4.2). Then, since the RTG
". can handle all normal roving loads, the batteries #ill be utilized only
when the vehiclé exceeds the slope threshold ts*). From this, the

relation
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- 17(s* + -2 )
l-2¢ - Wy E
' BT 4B . rd Toatt
~178% —7(s* + —2 ) .
_. L& - '@ Wb . - o (ll- 37)
rov 21, 48 -

Mgmv (s:Ln( +2))
p

follows, where the square-bracketed term is the inverse of the per-
centage of the time the vehicle can expect to spend on slopes exceeding
s* . Note that va is largely s function of errors in slope detection.

The requirement that the vehicle be able to support the weight of the

other subsystems can be written:

. +W-.+W +W9+W +W +W 1
com  "sci L £ 20, (4.38)
; o : S

W
v

where 2.0 ‘ji.s called the .equipment weight .ratio, and is é. constant forr
any given vehicle configﬁratién. | .

The constraints identified so far represent real physical
limitations upon the :;;nferrelationships of the parameters.. The.;;e- con-
straints are inherent to the system itself., External constraints, |
those placed upon the system by influences other than those which -
guarantee that the system will be p.hysica,lly realizable, have not yét
been considered, ex@ept for eaqn. (14.2).

The cost of research, development, a.nd construction of the
system is a.major factor, but it is outside t.he scope of tﬁis study.
Another factor is the regquirement tha,t the system be deliveré.ble to
the surface of Mars. This imposes weight:, volume, and size limitations

on the vehicle system. They are:
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2: weights of all subsystems < L, ' - (4.39)
' 5: volumes of all subsystems < Av R (L.ko)
_ _ -
| LTw, £4A - (B k)
vhere L, = maximum payload weight of launch vehicle '
Av_é volume of aefoshell
and - | Ad = horizontal diameter of aeroshell.

4,1.3 System Tvaluation (Objective) Function

Any optimization procgés requires that the System performance
be measurablé with respect to some standard, When the expression of
measure (héreafter called the objective, or pbjecfive function) is
written as a function of the deéign parameterg, the optimai design
problem becomes one of choosing the design parametefs to extremize

(maximize or ;inimize)Mﬁhe value of the dbjectiﬁe function while assuring
that.tﬁe parameters meet all the equality and ineqﬁality;constraints of
the system model. | B

| The expreséion for system evaluétidn,'i.e., the objective

'fUncﬁion, is generazlly not unique. There may be.many different féctors
onerwould like to make large or small, each of which describés a
differgnt aspect of the system operation._ Generélly, it is good practice
to attempt to incorporate all of the basic system functions into the
quecfive;- |

An MEV has two basic functions:
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- 1. rove the surface of the planet, and
2, obtain and‘transmit science data,

Nofe, that the second funetion is actually a combination of two funetions,
ﬁut that the sjstem model groups these two fogethér by considering
~ science time as the timé required to experiment and commpnicate the
results, .
7 The cobjective must express the ability of thé vehicle to per-
form both of these functions concurrently. In formulating the objective
function, one must be ca:eful not to allow either of these measures to

go to "zero," A logical form, then, is to measure the system perfbrmanceA

by the product of experimental sclence time and straight-line distance

roved (D

ro#)' That is, denoting the objective function as "f™":

£f=T7 D .
“escl “rov

B

Define a cycie as comprising the aﬁtiviﬁiés between the ends
of two recharges. The bime in a cyele will then be the sum of the bime
spent roving, the time to fecharge, and the total time s@ent.oﬁ.science
and communication between recharges. The time;spenﬁ qnlséience and
communication in a cycle can be expressed as:’

Tsci/cy = Toei Ssei Ve Trov PX 2

where S . = muber of science stops per meter of ‘actual

distance traveled.,

The total time for a cycle (Tc#) will be:



.

Tcy = Tsei Ssei V¢ Trov ¥ Trov ¥ Tp BT -

.If V is the number of hours in a Martian day during which camunication
befween the vehicle and Earth is possible, the number of cycles in a
- Martian day (Ncy) is: 7 .

Y

N =
Tcy

cy

© Since recharging is always possible during the shut-down operation at

the end of a vehicle "day", it is reasonable that

&y
- Because the time spent communicating the séience information
back to Earth is non-productive in the sense that other vehicle

activities must cease, it is reasonable to wish to deal with scientific

experimentation time (Tesci) instead of total science time. This time

per cycle is: R

Tesci/c& = Tesei ®sei Ve Trov -
_The straight-line distance roved in a cycle is:
D _ Ve Trov
rov/ey -~ ~PLR

on an average "daily" basis then

_ V2

- Tesci/cy Drov/cy p 2
ey
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or in terms of the parameters of the system model:
£ o Tesci Seei er Trov2 v . ‘ (4.43)
PLR[T S T 4T +.T]2 :
. sei scivf rov Tov r

The value of Sg in the solution to the optimization problem

ci
will be part of the optimal operating policy for the vehicle._ It will
be the optimal manner of determining when the vehicle should stop for
science Investigation. This number can be pre-programmed for the

mission and will have the effect of maximizing the producf of distance

roved and experimentation time for a vehicle designed with parémeters

equal to those in the optimized solution..' St |

Note that since V is not a variable in the problem (i-.e.‘ ;.
it mgy take on many wvalues according to the Eaith-Mars cqnfiguratioz;,
but for any run of the problem it is considered a constant, perhaps the
average over’—t‘he mission life;time) it has no effect upon the 'determination.
of the .optima.l ‘design; Meximizing f is equivalent to maximizing f/Ve.
But also note that this is true solely because of the form of the
objective function, -and it is rossible that a different fémulation

for the system objective would resulit in the optimal design being de-

pendent wpon V .,
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k.2 SIX-WHEELED, DIRECT-COMMUNICATING ROVER SYSTEM MODEL

L]

In this part, the modifications to the model presented in _ll.l

(lh-wheeléd‘, direct communicating rover) heces'sa,ry to describe the
alternative case of a 6-wheeled, direct—commica‘t.:ing rover, Aare Pre-
sented. The 6~wheeled rover concept has been under studj by several |
a,erospace. firms (Mcﬁonnell Astronautics Ei]] s AC Electr‘onics [8(5] ).
Using these studies, the Jet Propulsion Labor.atory has defelwed a 6
vheeled rover structural design I:h]. It is this design that is of in-
terest here, A sketch of the concept (courtesy ‘Of JPL) appears in |
Figure 11, . |

Model modifications are necessary fcﬁr thi'ee subsystems.-
.'Obviously, équations of the vehicle structure are different. In
addition, the 6-wheeled concept contains 3 equipment-carrying bays as
- opposed to one'-».for the M-wheeled concept. |

One bay contains the RTGs. Another cont.al,ins the science
prackage, with the third holding all the remaining equipment. These
latter two b-ays require tenmeratﬁe control, so the tﬁema.l control
problem is much different in the 6-wheeled case. Finally, modifications

are required to some power subsystem equations.

4,2.1 Thermal Control Modifications

As with the l-wheeled vehicle, temperature control on each
péckage was achieved through use of an active cooling syétan with two
radiators on opposite sides of the rectangulé,r compartments, and an

electrical heater. In addition, it was assumed that if one rackage re-
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guired heating at the same timg as the otﬁer réquired codling, the heat
rejected from one package could be used to heat the other. Becnge the
eqﬁations consider worst-case ineident radiation effgcté, this heat'
transfer was assumed to occur with négligible léss.

Reviewing the modeling procedure for the h-wheeled case - the
steady-state equations describing the thermal control system.ﬁere derived
by ﬁoting the existence of three isothermal areas_of the compartment:
the radiators, the body skin, and the interior. There were‘twd ambient
conditions under which temperature control was required; daj and night
conditions. Constructing hest balances for each of the areas under
both conditions yielded 6 equations (4,18-4.23). I

| Applyiﬁg the identical Procedure to each of the two COmﬁar%-
ﬁents in the 6-wheeled case yields similar equétions for each compar%;
ment (e.g. (h;lB) through (4.23) can each be rewritten twice with sub-
scripts denotiﬁé the'apprqpriéte campartments). These 12 new'equaﬁibns
neglect crossurgdiative terms which can be-shown to be congidersbly
- smaller than_all otherlterms in the equations, | -
The weight, power reguirement, aﬁd internal heat dissipatioﬁs

are written analogous to the L-wheeled case where 1 and ? subscripts

denote the separate campartments

w—SSSVA(L + L )+728f£3 A
e - il i2 : 80

+ 0.2 A ( qu + qu Y + 14,56 A
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4.2.2 Vehicle Structure Modifications

Becaﬁse an entirely different vehicle structure is considered
here, equations and constants relating to the structure are modified.
However, the dymamic-scaling pfoperty is maintained. -Wheelbase (front-
“to-back distance between wheel centers for the first and last set of
wheels) and track (side-to-side disbance between two wheels of the same
set) are no longer equal. In fact

- -

- - 20
W= 55 t .

This also requires that 'Wb‘ is replaced by 't' in the equations for.
Toov (4.37) and T (4.25), since slopes will be calculated for base
lengths corresponding to the smallest vehicle linear diﬁension.
Structure weight is still described as a perturbation around a nominal

design, but now

X

3
W, =182 (755,) -
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Finally, the equipment weight ratio (ratio of equipment weight
‘to structure weight) is lower for a 6-wheeled vehicle, so the 2.0 in
(4.38) is replaced by 1.75. Again, all constants are determined from

the JPL nominal design. . . i

4.2.3 Power Subsystem Modifications

Referring back to the Y-wheeled model, the proper form of the

equation setting‘the RTG power outpult was

Prog = max (Rprqp v n +‘Qin).’
and it was.found, a posteriori, that for computer optimization in the

Y vheeled case this could be reduced to

PRTG = gprop +.Eﬁv

Prrg = % * Up

hecause for all designs . .

I%;op * va =z Qh * Qin
Because the thermal control problem isrsigﬁificantly different in the
6-wheel case, the last inequality was not true for all designs and
the proper simplified.form of the RIG power equation varies from caét

to case, Specifically, for a design where

f .
D
gprqp * 3mv - Qh * Qin

the original equations can be used., But when

v

I%}op * Ianrfé Qh * Qin )

R

L h

o
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itAisinECessary to simplify the 'max' equation by

o>
RIG — gprqp ¥ va

- Prrg T |t Yy

Cbviously, an alternative way to'approach this is to write

‘both PRTG equations as inequalities, but since substitution was used
to remove all equalities (i.e., eliminabe as many variables as possible)
.before computer optimization, the procedure was chosen that would allow

elimination of one additional wvariable.

L. 3 FOUR-WHEELED RQVER, COMMUNICATING VIA A
. MARS ORBITER, SYSTEM MODEL :

An alternate model of ‘the communications subsystem fcr a Mars
foving vehiclekmission was studied. As depicted in Figure 12-a, the
originally—COQsidered direct system involved tranémission directly frcﬁ
the vehicle to the Ecrth.' The relay system now ccnSidered, as shown
in Figure 12-b, involves tranémission of the lander data to a planetary
communications satellite énd-then to Farth. fhe sctellite réceives
data from the surface sporadically at a high bit_ratc and-re—transmits
'it to the Earth at a lower rate,

A51de from the modellng con51derat10ns to be employed, the .
relay-system requlres the design, orbiting and simultaneous coperation
of a communlcatlon satellite in addition to the landlng -and operation
of the rover. This represents a considerable increase in camplex1ty

over the vehicle alone, The direct path scheme, on the other hand,

rst steer & highly directional antenna with ;imited power in a re-
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latively unknown eﬁvironment characterized by high winds. Further
complicating both alternativessis the fact that since the rover is oﬁ
the surface of a rotating planet, it can.only view and transmit to
Earth {or ofbitgr) during a fraction of the day. The maiiﬁum view
fraction of the direct link is about 0.5, with & reasonsble value being
aboﬁt 0.33. For the relay system, the view fraction of the orbiter is
at a maximum of unity, since it is possible that an orbit Which does

. not obstruct the'earth éan Ee chosen; the view fraction for the rover-
orbiter link, on the other hand, for a satellite with a circular orbit'
of 5000 km, is 0.118, making this leg the weaker, and therefore de-
-termining, part of the system,

Alternatively, a synchronous orbit can be chosen for the relay

|
L

station. This allows a rover-orbiter view facﬁor of 1.0 and a minimum
view factoriof 0.5 for the orbiter-earth paih. Since this study concerns
itself only with rover characteristics, this pos#ibility was not coh-
sidered as it places-less constraint on the rover., Other factors that
- could have been considered are that the injection'énergy for a
synéhronous orbit is mmch highef, and that a synchronous orbit might
limit the usefulness of the orbiter in other applications (mepping,
scanning surface parameters, ete.)..

Consequentiy; the major aséumption of this configuration is
~ the orbiting of a.communication satellite gbove Mars in a 5000 km
non-synchronous orbit. To enhance tﬁe received signal-to-noise ratio,
the lander;to—orbiter range was kept to a minimum. The orbit chosen is

circular with en altitude of five thousand kilometers above the surface,
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and the relay is assumed to be stationed to provide constaht lineuof-
sight contact with the Earth fﬁr the duration of thé mission. Reduction
of the orbit beyond that assumed yielded a reduction of the view window
with no appreciasble increase in the signal-to-noise ratio.:

The additional assumpiions and fixing o% paraﬁéter'values

employed are as follows:

The carrier is x-band microwaves of wavelength

3.3 x 10_2 meters, ag before.

- The orbiter antenna is a parabolic dish of diameter

d = 9 meters,

- The rover antenna is a parsbolic dish of diameter
Deom (to be determined during system optimization). |
with a pointing error of less than one degree. . 1-
{
i

Uplink parameters are considered negligible with

- respect to the downlink system,

~“Transmitter r.f. efficiency is e, = 20%.

Worst case Rarth-Mars link distance of 5.7 x 10

meters is used.

Equivalent system noise {emperature is Tn = 30 K,

- The commnication efficiency (BO/B) = 5%,

The space loss attenuation %p =2.0x 10"17 for.
the orbiter at 5000 km. '

Signal power at the orbiter receiver must be large encugh to
overcome the noise. In terms of modeling parameters, this may be .

written as:
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where
' P, is received signal ?pwer
P, is transmitted-signal pover.
Gt. : ig transmitting antenna gain '
L% is the space loss attenuation
and .
Gr is the receiving antenna gain.

' These can be replaced with:

B, = e, Pcom = (0.20) Pcom

~ 12 .2 3y o2
et~o.5!+(}.\) Doom = (#.88 x 10°) DT

I, = 2.0 x 10”47

G,= 0.54 (32—1- ° . 3.13 x 103 .

These substitﬁiions yield

«11) D2

P, = . (6.10 x 10 Poom Yoom ©

r

An ‘additional restriction on pulse-code modulation systems is:

P > 10723 (B/BO} .T R

r n “com
where
B/B0 is the inverse of the communication efficiency;
Tn is the system noise equivalent temperature, °k ’
and

com 1S the data rate in bits/sec.

This equation, upon substitution, yields:-
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P,z (6.0x 10724

R
com

"Cambining the Pr relations and solving for the data rate, the result
is:

10, o |
<,
R, on = (1.02 x 10 )Pc Diom ? | :

Clearly then; for any reasonably sized rover-based tele-
communications system, the data fate can never even ap?roach a number
of the magnitude of the left;hand side of the sbove equation; In ﬁerms
of these parameters then,-the effect of introducing an active-orbiter
link is high data rate for the rover at minimal ﬁower consumption,

. The direct effects upon the system model are as follows.
Since the rofér data réte can now be very iargé with minimal power
.reéuirement; the time‘required to tfansmit seience and engineering

data becomes negligible and (L4.5) is modified to read

Tsci/;_ Teséi/“
i.e., the transmitting term is droppedTM’Because fhe communication sub-
system paraﬁeters will now be small with respect to the other subsystems;
they can be set‘without any great effeet on the éptimization results.

The chosen values are

20.0 watts

P =

com

= 1.0m
com _
W = 10.0 kg.
com N

Tt should be noted that since the ultimate task of_this

analysis was the remodeling of the vehicle's communication system, no
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work has been donelon the orbiter-Earth link of the design; What has

been done is to ask what advantéges accrue from the addition of an active~
orbiter commmication link -- and clearly the answer is the removal of
bounds on the rover's data rate. While this is a valuaﬁie result, the,'
question that still rémains to be answered is whet%er the end is‘worth

the means -- is the elimination of restrictions on the date raté worth

the additional expense of a Mars orbiter? The.following section shows

- the gains in rover performance derived from the use of a commmications

relay. With this information, the worth of the expense and complexity.

of such an orbiter can be more properly evaluated.



SECTION 5

OPTIMAL DESIGNS

- In Section 4, the system optimization method to be used on the
Mars rover problem was described by indicating both the system evaluation
(objective) function and alternative system models, In this section, the

computer-generated results of that procedure will be presented.

5.1 DRSCRIPTICN OF COMPUIFER PROCEDURE UTILIZED

. The nonlinear prograrmming problems generated in Section b
were solved itératively by uge of Fiacco and McCormick's'Sequential
UnCDnstfainéd Minimization Technique (SUMT). This procedure was chosen
" beecause of'iﬁs'demohstrated efficiency in solving a widelclasé of WLP
problems, and because its code contains many alternative methodé of
deciding on step directions.

For the general NLP problem with both'éguality and inequality
constraiﬂts, SUMI attempts to corverge to the soiution by solving s

series of unconstrained problems. More specifically, the scalar funetion -

| m ' P
p(x,t) = £(x) - t"z In g,(x) + 3&1-, Z hj2(x) ‘ (5.1)
' . i=1 _ Jj=1 : : '
is créatedrfbr an'initial value of t,-cﬁosén by the programmer; and this
- function is minimized by some iterative procedure (Newtén-Raphson,
variable metrié; Fletcher-Powell-Davidon,...). Then, the value éf t/ is
reduced and the new p-function is ﬁinimized iteratively stqfting from.ﬂ

the minimum of the old p-function. The effect of this scheme is to

85,
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drive the x-vector to the interior of the region that satisfies all
inedualify constraints when t/-is large, and then approach the equality
lconstraints as t’ gets small., The minimizﬁtion at each step (each
valué of t) drives the search toward the minmimum of the NLP problem,

As tﬂ—a—o » & local solution to the WLP problem should be approached, |
although there is no guarantee that this will cccur except in spécial
caseé. None of these special cases appears in the problem of interest
here, | | |

© 5.2 DESCRIFTICN OF PROBLEMS SOLVED

The three major cases described in Section L were considered
separately. The optimum values of the object function are'indications
of the relativé merit of each design. Each model required the establish-
mént of 1imité on‘some design parameters, |

Only those limits which affected the optimizstion procedure
will be discussed. For example, there is dbviously'an upper limit on
the vehicle size such that it will it in the leunch vehicle aeroshell.
However the weight restriction is more stringent in this case, and .
computer results are identical with and without the sizé constraint.

The total launch weight (LW), limited by the launch véhicle
(Titan IIIc) waé set at 570 kg. In order to insure that the équipment
package volume was sufficient for all onboard equipmenf, the miniﬁum
.:volume #aé seﬁ} However, since the geométry-of the equipment package is
known,rthis restriction was reflected into a surface afea.iimit.fo; ease
of computatién (fﬁe surface area, A, appears in many model equations), The

minimum surface area for the L-wheeled vehicle was set at 7.35 m2, while in
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the 6-wheeled case; 3.0 m2 was required for each of the two c0mpartménts.
The antenna diameter (Dcam) is iimited by the size of the aeroshell.
Because this parameter always appears Squared; the sguare of‘the.diameter
was limited (Diaiz 2.0 mgj. This completes the description of fixed -
Iinits, . |

Various “consténts" and limits in the models were ehaﬁged from
run to run. This allowed more perception.into the factors governing the
-optimai design of-the rover, The discussion in.Section 8 elaborates on
the use and interpretation of the results caused by these changes. Heré;

the minor changes made in the models will be-described:

1. Ssci’ the number of science stops per meter, was

' variable in some problems and fixed for others

2. v, (vehicle velocity) and s* (the slope threshold
used by the vehicle in determining if a slope is
too large for travel) were unconstrained in some

.-ﬁroblems and limited in others

3. two alternative eguipment package gecmetries were
congidered. 1In all cases, compartments are _
rectangular solids, but the relations between the

linear measurements were altered

4. radiators are assumed to fill two opposite sides
of equipment compartments. Radiators on both the

larger (in area) and smeller faces were considered

5. two different values of the efficiency of thermal

transfer were considered

6. the acceptable limits on variations in internal

temperature were varied:
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7. (7.42) was modified in some runs to allow the

rov)
to approach the total vehicle operational time

maximm roving time between recharges (T

in a Mars day (V) . That is, the equation was

rewritten to read

T < Vv
rov .

8. in almost all runs, total science weight'(wsci)
was given a lower limit of 50 kg. In others
the 1limit was 35 kg.

The majority of these variations (1, 3, 5-8 above) were made only in the

first major case (b-wheeled vehicle, communicating directly to Earth).

and s* were considered in all three major

-

Five sets of limits on Ve
Cé.SES.. .
The next threec parts contain design results for the three

major caseé. Values of all significant design parameters are reported..
In addition, the Valueé of three functions (F, P,-and D) at the.optimal
point are recorded. F is fhe value of the cobjective function, lf(x),

at x¥, the solution to the NLP problem. P is the value of the augmente&
objective function (5.1) used by SUMT at 3*. D 1is the value of the
objective function of the duallto the NLP problem, evaluated at x* .

At the exact solution to én NLP problem, the vaiueslof Fy Pand D are

‘equal. Finally, the value of the weighting factor, t', at the last

iteration is reported.
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5.3 OPTIMIZATION RESUTI'S FOR FOUR-WHEELED
DIRECT COVMMUNICATING ROVER

By eliminating equalities by substitution, the optimization
problem was written as an NLP problem i£ ten variables witﬁ £hirty—
‘seven inequality constrainté. The large mumber of inequalities stemé
from the fact that almost all eliminated varisbles répresented’physical
quantities that were constrained to be positive, |

Results are presented in Tables 8-10. All entries are
rounded-off to the nearést value of lesser precision with one ex-
ception., If a variable is gpproaching a direct limit placed upon it;
it appears truncated instéad of rounded (e.g., if a variable is limited

to a maximum of 15.0, an cptimal result of [4.99998 appears as 14,99).

4
NATEER A



TABLE 8

g% 1imit (deg.)

v, limit (m/sec)

other {for 1A - 1E)

PROBLEM CODE £
1B ‘15 v 0.5 Dsom £ 2.0, radiators on larger sides
~1C 15 1.5 of equipment package, 295 < Tintf':-' 305K,
> =
1D 20 ‘0.5 Wsci— 50, Amin T.35 m,
1E none nomne 5. . variable ;, n =3
sci 2]
Constraint Description and Model Details -
. ' ; <
P 1A with Trov = V
1G 1A with T < ¥V, no limit on v,
. rov : : f
14 IE with v,20.25, s¥ £'10.0
iJ 1C with T_rov = V
“1¥ 1E with Trov < ¥
1L 1F with a8y = 3.6, %y = 5.5, radiators on smaller sides of equipment

‘ = < -
package, e, = 0.5, 290 £ I, . < 310K , Ain 8.0, D

)

sci

= 0.002

2

- 3
com — 3'9’

PROBLEM CODES: CCNSTRAINT DESCRIPTICN AND MODEL FOR
INDIVIDUAL OPTIMIZATICN RUNS; FOUR-WHEELED DIRECT COMMUNICATING ROVER

06



(Table 8 continued)

™ | . 1L with s* < 15, D5 £ 2,0 o |
5 ‘ , : com :
1N IM with larger radlators
1P s 1A with redlstors on smaller sides, e, = 0.5, 290 < T, . < 310K,
. . <y _
] Irov
14 - 1P with larger radiators
. -
IR . 1Q with 8= 0.0
18 : | 1R with s* and v, constraints removed
1T IR with W, > 35 ke
-
1U 18 with W, = 35 kg
v - IR with e, = 0.8
S -
W ) IR with 295 £ T, . < 305K
. ’ - <
x _ v with 295 <. Ty = 305 K
Ty 1X with vy and s* constraints removed
Z o | 1Y with ‘S, = 0.005
¥ < 20

1AB 1Y with

‘16



TABLE 9

PROBLEM Weei Diom - Peom | é* Ve ; A : Ebatt

CODE (sg) ()  (vatts)  (deg)  (m/sec) () (watt.hr)
14 70.1 1.99 176.8 19.82  1.L99 7.3 7.60
18 69.1 199 . e 19.99  o.g9  7.36 - 2.3
i 61.3 1.99 132,2 S 1h99 Lb99 . T7.35- - 15.97
1D 62.0 - 1.99 . 113.7 14,99 0.h499 T.37 5.63
18 50,0 1.98 |\ 124.1- 2 3,154 7.35 7.82
1F 60.6 .99 229.5  19.99  Llh99 . .52 18.69.
16 | 50.0 1.99 - 216.7 9.6 2,744 - - 7,35 22,11
1§ 65.8 1.99 - 182.6 9.99 0.250 7.36 13.51
1J 55.5 1.99 219.8 14.99 1.499 T.35 19.99
1K 50,0 1.98 - 182.8 15.28 . 2,943 7.35 . 25,07
1L 50,0 2.5 150.2 119.99  Lbg9 . 8.2 15.37
M 50,0  1.99 co37.2 - 1k.99 1.499 - 8.00 32.60.
N 50,0  1.99 181.6 1%.98  1.499 1057 30,01
1P 50,0 1.99 241.3° . 1h99  1.499 7.37 3343
Q- 50.0  1.99 243,8 145,99 Lh99 7.3 32,51
1R 50,0 1.99 . 245,1 1499 1.499 7T.37  33.33
15 50.0 1.99 240,06 - 18.31 1,495 - 7.35. ©  26.50

ir - 35.0, 1.99 237.7  *14%.99 - 1.ko9 ~ 7.50  28.61

OPTIMAL DESIGNS FOR FOUR-WHEELED DIRECT bOMMUNICATING ROVER

26



" (Table 9 cont:j.nued)

PROBLEM L Dgom Peam g¥ Ve A Fpatt
CODE (xg) (m2) (watbs)  (deg)  (m/sec) '  (ud) (watt.nr)

U  Lo.T 1.99 24%0.2  19.19  1.993 7.35 29.99

w 50.0 1.99 verh.l L 1hk99 1,499 7.36 33.83

W 50,0 1.99 230.0 14,99 1.498 7.36 24,50

1X 50,0 1,99 270.6 14.99 1.499 T.36 33.71

1Y 50.0 1.99 217.6 32,22 1.924 T.42 2.17

17 50,0 1.99 . 201.9 29.76  2.345 7.35 Y

143 50,0 1.99 229.9 19.99 2,353 7.35

22,68

‘€6



(Teble 9 con’cinu_ed) ‘

ngggEM Y Ly Weom Reom - Tesct Wy T ,

(m) (cm) (kg) (bits/see) © (sec) (kg) (watts)
1A 3,124 2.85 139.7 14847 2370 197.4 - 113.8
1B 3.122 3.46 . 118.9 1067h 2334 197.2 111.3
1C 3,096 2,84 ‘121,1 11109 2055 . 192.3 111.6
1D 3.186 3.91 113.3 9552 2082 209,6 110.6
1E 3,084 2.08 117.6 10312 1654 190,0 111.2
1F 3,097 3.23 - 161,7 19276 2030 192.5 1164
1G 3,084 2,03  156.4 . 181kp 1653 190.0 115,8
1 3,208 3.78 12,1 15327 2018 213.9 11kl
1J 3.086 2,30 157.7 18L6T7 1848 190.3 115.9
1K 3,085 16.3 12,2 15729 1654 190.2 11h,1
1L 3.087- 2.56 163.1 18931 1652 190.6 112.5

1M 3.085 2,66 16L.9 19922 1653 190.1 116.8
i 3,08l 3.98 141.7 15054 1653 1901 1140
1P 3.084 2.27- 166.6 20269 1653 190,1 - 117.0
1Q 3,088 2,35 167.7 20480 1653 ©190.7 . LI7.1
ir 3.085 2.33 168.2 20587 1653 ©190.,3 117.2
18 3,084 0,00 166.1 20160 1653 190.0 117.0
T 3.178 2,41 165.2 . 19966 1116 207.9 116.8

01]6



(Teble 9 contirnued)

PROBLEM

CODE "B Ly W eom Reom Tesed L %q

. (m) (cm) (kxg) {vits/sec) (sec) (xg) {watts)
1U 3,084 1.92. 166.2 20175 1320 190,0 - : 117.0
v 3,095 3,07 180,14 23026 1653 192.1- . 118,7
1w 3,088 2.34 - 161.9 19316 1653 190.8 116,54
1X 3.085 3.06 - 178.9 20726 1653 - 190, 4 118.5
1Y + 3,084 2,06 156.8 18279 1653 190.0 ~  115.8
17 3,084 1.84 '150.2° 16962 1653 190.0 115.0
1AB 3,084 2.26 161.9 19309 1653 190.0 116.4%

"6



(Teble 9 continued)

PROBLEM T Ty PLR K, Py Wy B,
CODE | (sec) (watts/K)  (watts) ' (kg) - (watts).
18 0.079 2572 2,18 -1.33 . 154.6 30.0 365.3
1B . 0.076 2615 2.17 . -1k 153.2 32.5 " 358.6
10 - 0.178 2325 Bl “1.31°  151.3 29,9 356.9

1D 0.17k 2396 2,45 -1,51 152.5 | b L 356.6
1E 0.197 1944 - 2.53 -1.09 1h43.7 26.8 3h3.h
1F 0,076 2186 . ' 2.17 -7.22  185.2 3L.3 309.3"
1G 0.08k 1819 2,20 -6.31  196.6 25.7 319.5
1H 0.405 ol13 3.52 ~1,50 156.4 33.8 369.5
13 0.178 2010 2,47 ~b.51 189.1 27.8 hes.7
1K 0,178 1850 2. 4L -2,06 148.8 8L. 7 . 357.5
1L 0.076 1811 2.18 =T.42 256.,7 31.6 373.6
M 0.178 1803 2,u7 -7.18 o6h 31.9 389.3
1N 0.179 18hkg okt -15.32 a6h.3 k9.5 383.7
1P 0.178 . 1801 2,47 -16.61 - 283.4 26,9 408,8
1q 0,178 - 1799 2,47 -10.33 272,0 27.1 397.5
1R 0.178 1798 2.47 10,24 272.0 7.0 397.7
18 0.102 1801 2,24 -10.08 272.5 26.5 397.7
. AT 0,174 1267 2,46 -10.80 . 271.8 396.8

27.8

n96



 (Teble 9 continued)

PROBLEM

PLR

K

‘ - CODE sei q ] 8 str

‘o (sec) (watts/K) (watts) (kg) (watts)
1y 0.089 1468 2,21 -9.61  275.6 25.3 400.9
v 0.178 1783 R - »10.82 167.9 30.0 296,44
W 0.178 1809 2.47 -6.53 193.3 27,0 L33.b
1X 0.178 1785 2,47 -6.86 187.9 29.9 316.1
1Y 0.010 1817 2,02 ~6.L2 196.9 26.1 319.8
17, 0.015 1829 2.03 ~6.18 198.6 ek.9 320.0".
1AB - 0.076 1808 2.18 -6.L6 194.3 26,6 318.5

L6



" {Teble 9 continued)

PROBLEM — Prig ! My E z T

’ P r Pprop i r rov
CODE (watts)  (watts) — (watts) (kg ) (watts) (hr) (hr)
14 380.3 545, 4 105.9 58.14%  165.1 0.02%  3.76
1B 373.6 425,3 ' 85.5 58.14 517 - - 0.02L 3,99
1C 371.9 500, 2 98.6 58.1k4 128.3 0.064 3.61
1D 371.6 hik.3 i 49,6 58,14 42.8 0.056 3.97
1E 358.4 621.5 = 118.7 58.14 - 363.1 0,016 0.755
1F 324.3 4904 97.1 58,1k 166.1 0,059 . 9.43
16 33k.5 632.4 121.1 58.1%  297.9 0.0l0 5,50
1H 38Lh,5 . Lo2.3 82.1 58,1h - 17.8 0.235 7.36
iJ Lho.7 578.0 111.8 58,14 137.3 0.075 )
1K 372.5 668.0 127.1 58.1k © 295.5 . 0.046 2,61
1L 388.6 554.6 107.7 58.14  166.1 0.08 = 7.73
1M 40k, 3 541.6 106.2 - 58,1k 137.3 0.122 £.86
ki1 398.7 53k 1k 105.0 58.1h4 135.7 0,117 .. 6.56
1P 423.8 561.1 109.5  58.14%  137.3 0.125 7.03
19 h12,5 549.8 107.6 58,14 137.3  0.22 . 6.85
1R hi2.7 550.0  107.6 58.1k4 137.3 0.124 6.99
18 - h1e,7 568.7 110.5 - 58,1k . 156,0° 0.088 9.96
hlis

111.8 549.1 © 107.3 - 58.1h  137.3 0.105 - 6.16



(Table 9 continued)

PRCBLEM Py Frig Wp M Pprop ' Ty Trov
CODE (watts) (watts) (watts) (kgm) (watts) (hr} (nr)
1U 415.9 629.8 120,9 58,14 213.9 " 0.075 9.71
v 311.4% 48,7 90.6 58,1k 137.3 - 0.127 7.15
W Lhg. L 585.6 113.3 58,14 137.1 0.092 5.17
1X 331.1  L468.4 93.9 58.1%  137.3 0.126  7.10
1Y 334,8 632.1. - 120.3 58,1k 297.3 0.004 £.86
12 335.0 617.7 128.0 58.14 - 342.7 0.008 . 8,41
1AB 333.5 594.0 114.6 58.14  260.5 0,047 T.25

-66




(Table 9 continued)

Uﬁ
B

8

. T
CODE ' °11£n %k °11£d OEd (watts) ( f;l-j;m)
1A 202.7 207, 1 398,0 313.0 395.8 0.260
1B £199.0 203.0 190.1 313.2 326,7 0.769
1C 202.8 207.2. 39714 313,0 396.5 0.292
) 196.9 200,6 385.9 313.3  288.5 0.847 -
1% 209.3 21k, b L10,5 312.5 502,1 0.167
1F 200.3 20&.3 325.5 313.7 360.7 0,306
1G 209.8 ©  214.9 329.9 313.0 534.0 0,202
1H 197.5 201.2 388,14 313.3 2974 0.350
) 207.1 212.0 338.5 312.7 L97.6 0.388
1K 181.5 182.7 362.8 31h.2 11.6 0.183
1L 203.5 207.9 327.3 313.7 455.3 2.0
1M 202.9 207.3 328,k 313.7 a7 2.0
1N 195.8 . 199.3 318.6 34,0 - B19.7 2.0
1P 206,1 . 211.0 318.5 314.8 L63.0 2.0
1Q 205.%  210.0 33,2 31L4,2 450,8 2,0
1R 205.6 210.2 323.3 3ilk,2 451.8 10.0
1S 206.6. 211.3 323,5 31k, 1 470.3 10.0
it 209.5 31k4.2 Lhg,1 10.0

204,9

*00T



(Table 9 continued)

PROBLEM

T

Q

- CODE - I]gn | 2?1. - OII';d ' Ogd l(wa.ttS) (E;lj&n)

U - 209.7 214.7 i32h,3 © 31h.0 531.0 10.0
Y 200,2 20k:2. 322.4 314, b 349.8 10.0
W 206.7 211,k - 328.7 313.2  473.6 10.0
1x 201.3 - 205.4 326.9 313.6 370.1 10,0

1Y 209, L 21k b 329.5 313,0 ©  532.2 10.0
1z 212.0 2LT.3 330.7- 312.8 578,5 - 0.5

- 14B 12,3 329.1 313.1 489.0 1.0

207.5

*TOT



TARLIE 10

1o2.

PROBLEM - A ay
CODE F P D Final Value of t
1A -15.75339 15.75352 15.75346 1.455E-06
1B 5,105966  5.105966 | 5.105966  6.705520E-09
1C © 13.20097 13.20097 13.20097 4. 440889E-09
1D L, 364834 4. 364334 L, 36483k 6.705520E-09
IE 25.93234 25.93236  25.9323h4 1.8190E-07
IF - 15.91536 15.91562 1591551  3.0516E-06
hic 28.19969 28.19995 28,19981 2.9296E-06
1H 0.892026L 0.8920271 0.892069  1,757811E-06
1J 13,71691 13,7169% 13.71692 3.8147E-07
K 26.48017 26.48939 26.48931  1.757811E-06
1L 8.244371 8.24hk52 - 8.24hk30 1.1921E-06 |
M 7.290800 7.290836 7.290823  b,768LE-07 |
AN 6.983361 6.986515 6.984855 3.0518E-05
1P 7.308222 7.308257 7.308245 4. 768LE~0T
19 7.320332 7.320333 7.320332  4.7684E-07
1R -~ 1.921973 1.922002 -1.9219%0 3.8147E-07
18 2.110862 2.111119 2.110994 2.9300E- 06
1T 2.553569 2.553594 2.553581 3.6621E-07
iU 2.59120k 2,593688 2.59230k 2.3437E-05
v 1.955408” 1.955432 1.955420 3.6621E-07
W 1.901790 1.903779 1,902768 2.0000E~05
X 1.950621 1.950648 1.950638  3.6621E-07
1Y 2.342133 2, 34046 2,343071  2.0000E-05
17 4. 1438655 4. 438683 k4, 438670 3.5095E-07
1AB 2.217680 2,217688 2,217683 8.5682E-08

¥ gee 5.2 for definitions of variables

VALUES OF EVALUATION FUNCTIONS AND FINAL
- WEIGHTING FACTOR; FOUR-WHEELED DIRECT
COMMUNICATING ROVER¥
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5.4 QPTIMIZATTON RESULTS FOR STX-WHEELED
DIRECT COMMUNICATING ROVER

By eliminating equalities by suﬁstitution,‘the bpfimization
problem was written as an NLP problem in eleven v;riables with forty
inequality constraints. The large numberrof inequalities stems from
the fact that almost all eliminated variables represented physical_
guantities that'wére constrained to be positive. :

Results are presented in Tables 11-13. 'All entries are
rounded-off to the nearest value of lesser precision with one‘exception. )
If a variable is approaching a direct'limit placed uﬁon it, it appears

truncated instead of rounded (e.g., if a varisble is limited to a

maximm of 15.0, an optimal result of 14%.99998 appears as 14.99).



TABLE 11

!

\
. : < maximum power
PROBLEM CODE | s* limit{deg.) Ve limit{m/sec) requirement® other (for all codes)
. . _
2A 20 .7 _ 1.5 day : Wsci > 50, Aminl,2=
: o . R - - S
2B 15 0.5 night 3.0m, Dcom,_ 2.0,
2C 15 1.5 night radiators on larger sides,
- 2D 20 ‘ 0.5 night 295 < Tint < 310 K,
2E none " nene day & = 3.33, &, = k.0,
'Ssci variable , np =3
2F 2A with radiators on small sides of equipment package .

PROBLEM CODES: CONSTRAINT DESCRIPI‘ION AND MODEL DETAILS FOR
INDIVIDUAL OPTIMIZATION RUNS; SIX-WHEELED DIRECT COMMUNICATING ROVER

* ' 3 - >
% (see 4.2,3) day power requirement implies that Ppro;p * P Tt
while night power requirement implies that the inequality is reversed,

HOT
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TABLE 12

PROBLEM 1 o Tae Trap
CODE - watts watts ?K OK- OK
oA 249.1 13.5 293.1  291.1 " 326.1
2B 235,1 26,4 592,8  291.3  32h,7
2c 235.6 50,4 292.8  291.6  324.7.
) 2Lk, 3 30.6 293.0  291.3  325.6
28 253.4  1ho.l 293.1  292,9 325.9
or 30.9 196,1 287.9 291,6 316.5
fROBiEM grdE gbnl gbnz Ernl grne mrov Tr
,CODE K K K K . X hr hr -
oA 363.0 215,1 193.0 = 209.4 190.1 3.93 0.065
2B 362.8 212,5 194.8 207.1  191.6 5,41 0.072
2C 363.5  -212,5 198,k 207.1 - 1947 . 2,94 0.096
2D 363.5  21h,2 195.7  208.6  192.3 3.99 0.020
2E -368.0 21k.9 212,7 209.3 207.3 1.61 0.027
oF 181.2 218.7 180.2 '3.83 - 0.065

379.2

2l3.2

OPTIMAL DESIGNS FOR SIX-WHEELED

DIRECT COMMUNICATING ROVER

*S01



(Teble 12 continued)

PROBLEM Pprop Mr Wﬁ PRTG va' Pstr Wé

CODE watts kg kg - watts  watts watts kg
oA 155.1 58.1 75.4 0 361.,3  206.2 191.2 37.6
oB 4o, 77 58.1 75.2  1359.6  209.3 194, 3 37.5
2c 128,3 58.1 79.8 138u.2 196,7  18L.7 35.7
2D 51,74 . 58,1 76.9 373.1 202.6 187.6 36.2
2E 385.3 58.1 100.3,  509.6 24,3 109.3 31l.5
oF 155.2 58,1 69.4 3254  170.2  155.2 . 58.9
PROBLEM Yo ka1 K2 PLR sei T a1
CODE watts . watts/K  watts sec watts
2A 84,0 1.78 o =1.37 2.53 2778 0.197 = 5.20
‘2B 86.2 1.72 <1.33  3.90 295 0.458 5.20
2C 73.6 1.73 -1.21L  3.95 2550 0,463 5.20
2D 79.2  L.76 -1.30  2.5% 2719 0.200 5.20

. 2E 2.09 1.83 -0.624 2,54 2829 - 0.199 5,20
oF k7.8 -0.000k -0.323 2,56 0.205 5.20

- 2773

‘90T
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(Table 12 continued)

W

PROBLEM QidE v esci com Wr:om Lil- Lia
CODE watts kg sec bit/sec kg m m
oA 102.7 2345 P179 5013 90.8 ~ 0.0207  0.0625
2B 103.2 237.2 1973 5748 ok, b 0.0230 0.0558
2c 103.2  232.4 2033 5796  9h.6 0.0230  0.0450
op 103.4 2081 ooolt 6066 95.99 0,024 - 0.0528
2R 102.7 215.4 2180 Lé2l 90.48 0.0208 0.0228
oF 102.7  219.6 2174 5008 90.7 0.2077  0.0175
PROBLEM ot st A2 M s Peom com>
CODE m watt-hr m m/sec deg wetts me
21y 1,436  19.28 3.005  1l.499  19.99 59.8 1.99 -
2B 1442 20,78 3.058  0.500  15.00 68,4 £.00
2e 1432 3418 3.067  1.h99  15.00  69.0 1.99
2D b2z 6.529 3.020 . 0.500 - 19.99  72.2 2,00
i 1,396 19.28 3,067  3.697  20.25 59.8 1,84
oF . 1,405  19.30 3,048 1.500 - 20.00 . - 59.6  2.000

* Lot
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(Table 12 eontinued)

o, | s

o Cre %5 Kt Tingg = Tray) %t K2 Tinta = Tpan) -7;i

2 64,8 -75.1 . 159.0 0.24k

2B 59.0 _68.8 ' 15k, 3 0.670

2c 60.6 -69,2 1504 0.270

2D 66.0 ~73.9 - 153.4 0.739

" PE 64.8 . ~76.5 78.2 0.097
2F 64,6 kr.8

" 8.28E-03

0.244

*g0T
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TABIE 13
§
PROBLEM CODE F P p " Final Value of ¢
oA 11.L43213 11.49865 11.48113 1.ooobE_os
2B 2.ky72h7 2. 477260 2.417259 2.4l ke-o7
2c 7.333(87  7.333802  7.333798 2.4 kE- 0T |
=" L.o001507 L,001537  L4.001531 L. 768LE-07
© 2B 27.60519 27 .60545 27.60530 2. bE-06
oF

11.30004 11.30677 11.3051% 1.00C0E-05

VALUES OF EVALUATTON FUNCTIONS AND FINAL
- WEIGHTING FACTOR; SIX-WHEELED
.-+ DIRECT COMMUNICATING ROVER®

et

¥ see 5.2 for definitions of variables
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5.5 QPTIMIZATION RESUITS FOR FOUR-WHEELED
ROVER, COMMUNICATING VIA A MARS ORBITER

' ‘By eliminating equa.iities by substitution, ‘the optimizatioﬁ
: ‘:prob_lanlwas writ’cén as an NI.P.problem in eight va.xl'ia.bles with thirty-
five f!:nequality constraints, The large number of inequalities stems
from the fact that almost all eliminated varisbles reprgfented physical
quant'ifies thaf {l\rere constrained to be positive.

Results are presented in Tsbles 14-16. All entries are
ﬁopnded-off to fhe nearest value of lesser precisioﬁ with one exception.
If a variable is approaching. a direct limit placed wpon it, it appears

]

truncated instead of rounded (e.g., if a variable is limited to a |

i

maximm of 15.0, an optimal result of lh.99998 sppears 2z 14,99),



TABLE 14

t

PROBLEM CODE . &' limit(deg.) Ve limit(m/sec) : other (for all codes)
3B 15 \ 0.5 8,=3.33, a2=’+.0, et=0.8, rediators -
3C 15 l 1.5 on larger sides, 295 5 Tinté 305 K,
| | ' 2
> =
3D 20 _ 0.5 Wsci" 50, Amin 7.35 m, Ssc:i.
3E '~ none none variable , nP =3

e

PRCBLEM CODES: CONSTRAINT DESCRIFTICN AND MODEL DETATLS
.FOR INDIVIDUAL OPTIMIZATION RUNS; '
FOUR-WHEELED ROVER, COMMUNICATING VIA A MARS ORBITER

“ITT



TABIE 15

OPTIMAL DESIGNS FOR FOUR-WHEELED
ROVER COMMUNICATING VIA A MARS ORBITER

- _

R I - S S W

38 923  -19.99  1.499  T7.36 6.7 3.652 - L,o51  2.12

3B 95.3 1499 0499  T.36 2.6k 3.697  5.58  6.19

3¢ gk.0 1h.99  1.499 1 7,68 - 12,08 o 3.675 3.019 2,10

3D ok.6 19.99 0.k99  T.h2 . 1.96 3.718  3.839 6,20

3E 54.5 17.46  13.60 7.95  15.55 3.109  0.828  o.h1
FRODLEM :bd :rd Ton Trn @ %a Forop Treg

K X O K watts ryaxts ‘ watts watts

38 313.3 383.1  199.9 196, 3 276.7 105.9 169.2 522.8

3B 313.6 375.0 . 1946 191.6 191.7 105.9 46.6 398.3

3¢ 313.0  39L.2 205.8  20L.5 395.2 1059  139.9  lLoho

B0 313.3 3843 200.9  197.2  296.6  105.9 56,4 410,5 -

3E | 310,7 L467.1 ” 238.7. 23,2 1055.3 105.9 1h01.3 | 1534,1°

2Tl



(Table 15 continued)

PROBLEM Fotr in FLR ) My ' Wp , Wy Trov .Tr
CODE watts watts * kg kg kg o hr Chr x 107
3 338.6  353,6 215 58.1 102,0 3155  baibh 2,07
3B 336.7 351.7 é.39 \58;1 81.0 327.4 2.08 2.4k
3 339.0 Lo 2.39 8.1 97.h 3Lk 3ab bk
3D 1339.0  3BhoO 2.5 58,1 83.0 3329 372 1.5
3E 117.7 132,7 2.28 58.1 272.3 1947 0.55 0.62
PROBLEM X Yo T Tsel ~
CODE watts kg ' esel
gec
" 3A . =1.50 34.9 067 3163
3B -1.66  ho.9 0.155 3270
3¢ -1.36 32,0 0.156 322l -
3D 34,3 - 0.066 3246

-1.48 -

“£TT
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. TABIE 16
PROBLEM CODE ) T S D Final Value of ¢’
3 17.33315 17.33311 17.33311 1.5259E-06
B '~ * 5.155109 5.155128 5.15519 2.3841E~07
3C - 15.41541 15.41558  15.41550 1,907 3E~06
3D 5.788019 5.788019  5.799019 2.3841E-07
3E 147.3100 147.3115 | 147.3106 . 1.2500E-~05

{

_ , . ) N
VALUES OF EVALUATION FUNCTIONS AND =~ - ‘ !

~  FINAL WEIGHTING FACTOR; FOUR-WHEELED

~ ROVER, COMMUNICATING VIA A MARS ORBITER¥*

e

¥* see 5,2 for definitions of va.ria‘bles' _
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SECTION 6

" PERTURBED-OPTIMAL SOLUTIONS
IN NONLINEAR PROGRAMMING - THEORY

In 6.1, a brief review of mathematical programming theory

relevant to the discussion of the perturbed-optimal solutions problem

- is presented. Section 6.2 presents the development of the solution

to the perturbed-optimal sensitivit:,r problem. In both sections, con-

cern is with local as opposed to global properties.

6.1 REVIEW OF NONLINEAR PROGRAMMING THEQRY

The general nonlinear mathematical programming problem is:

minimize £(x)

(NLP) | o
- subject to  g.(x)= 0 'i=1,2...,m
—— " '. )
hj(x) = o j = 1,2,--.,p —

et

where x is an n-vector with real-valued components (xeR™), and f
and the elements of the sets of functions {gi} and. [hj] are, in

general, nonlinear scalar functions of the elements of Xx.
\

_At a point x¥*, the set 7¥ is defined as
z*\_= {z ] vagi*a- 0, ieA¥; z.T‘-?hj* = 0, rj=l,"..-;P3 and
2 vt < o.] |
where ,;eRh-, A* = {ilgi(x*) = O}, v is ;I:he gradient operatof with

respect to x , ahd for a function q(x), q(x*) and q* are used

interchangeably. The condition 7¥ = ¢ , where $ is the empty set,
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implies that the hj;potheses of the Farkas Lemma [83] are satisfied at
x*¥ , and consequently an existénce theoren for geﬁeralized Lagrange
| multipliers can be writtén‘[éa; p.lsﬂ: ‘ |

If x* satisfies the constraints of f‘ne‘nonlinea‘r pi‘ograzﬁ-
xﬁing problem (NI.Pj , the functions T, '[gi} R {ha} are once
differentiable, and the set Z° is empty, there exist vectors u*

and w* such that (x*, u¥*, w*) satisfies

gi(x)',z o 1= l,...,m‘ o (6.1;)

'hj(x) =0 J=1lyeeesD ‘ (6.2)

uigi(x) =0 i=1y...,m | T (6.3)

u =0 $=1y...,m _ (6.1

VL (%) = 0 - . (65)

_ 7 m Sp - S

where o (xuw) = £(x) - Z'uigi(x) + Z wih, (x). (6.6)

i=1 . 3=

Several "constraint qualifications” have been developed to

insure that 2* = ¢ st & local minimum of (NLP). Those that relate

specificall"v to t};e problem at hand are the Kuhn-Tucker, Weak Ari';)w;
Hurwicz-Uzawa, Weak Reverse Convex, and the Modified Arrow~-Hurwicz-
Uzaws cons\traint qualifications. These constraint qualificati'dns are
conditions on the functions ‘{gi} and [hj} , and are indepenc_lenrt‘ '
of the form of the objective function f . A detailed description of
each is given in Mangasarian [84 .

| A sufficient condition that the Kuhn-Tucker constraint
qualifica.tioﬁ hold at a point x* , satisfying the constraints of

(NLP), is that the gradients ¢ g* "all i e A%, and
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v hj* » 3 =1, ...;p_ be linegrly' independent. The other constraint.
" qualifications involve requifeménts that the constraint 'I‘unctior_ls be
pseudoconvex or pseudoconcave, and ‘willr not be disr.ﬁlssed. here. _

‘ The Firs_t-Order ﬁecessity Theorem {also called the Kuhn-Tucker
" Theorem) states [élg | | o | '

If the functions f , {%%} s {%J} are differentiablé at x*
and if'_ any of the four above constraint qua.lifica.tions holds at x¥,
‘then necessary c.onditions that x* be a local ﬁinimum of problem (NLP)
are that there exist vectors u* and +w* such that (x¥, u*, w*)
satisfies (6.1-6.5). -

Sufficiency conditions [32, P. 3@ that a iaoint x* be an
isolated locai m:l.nmu.m of (NLP) where f ; {gi} s {hj} are -twi;e%‘
differentiable fanctions, are that there exdist vectérs u*, w* -s;ucﬁi
that (¥, u¥*, ). satisfies (6.1-6.5) aﬁd for every non-zero vector -
Ye Y*_ ) where- - | |

™oly yT"vg*f=O,ieB*= il u¥> 0} yTvgafZ 0, icA*-B%; and
. i e i - T

T
Y th*=0,j=l,...,P}
IR Y ] )

it follows that

YT[V Ex(x*:u*”*’*)] ¥y>0 ’ all y e Y o A' (6.7)

The Jaccbian Condition Implying Sufficiency [32, P. 32_] is

that if £, [gi} ’ {ha.} are twice differentiable functions of x s

and if, at x* , the necessary conditions (6.1-6.5) hold, and if the

Jacobian of (6.2), (6.3) and (6.5) with respect to (x, w, w) does not



‘vanish at (x*, u¥, w*), then the sufficiency conditions above are

satisfied at x*,

6.2 THE PERTURBED-OPTIMAL SOLUTIONS PROBLEM

Suppose - x* solves (NLP). For a fixed. k, 1 <k<n,
let the k-th component of x* De perturﬁed'from its optimm value
xk* by an amount (Sxk , and held at this value. The solution, x',

“to (NLP) with this additional constraint is the solution to the per-

‘turbed-optimal solutions problem (POS). ‘Note that a new probl is
generated for each choice of k. fhe approach to solution will be to
paremeterize the solution to (P0S) in Sxk (i.e., x' = x' ( 8x.) )
and seek conditidns under which the solution exists loca.lly (i.e., for
infinitesimal Sxk) » 1is unique, and is a continuously differer'ltiablg
trajectory in Bxk . Finally, a linear approximati;an to the solution
in an open interval about Sxk =0 will be derived.
In the following, t—:‘k is an n-vector of zeroves except for a
'1' in fhe k-th place, and '\) is a new generalized Lagrange mﬂtiplier
associated with problem (POS). The following theorem proves, under
- certain conditions, the existence of a unique continucusly differenti-
L .
sble trajectory through the solution to (NLP) that solves (ros).
Theorem 1. When . .
(a) +the functions £ , {gi} s {hj} are twice differentiable -

(b) (x*, u*, w*) satisfies the sufficient conditions

(6.1-6.5, 6.7) for (NLP)

(¢) the vectors Vg‘; , iea*, ort , 3=1,...,p, and

. J
ek are linearly independent
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(a) "strict c.omplementarity" of the inequality multi-
j)liers holds (i.e., g; = 0 implies u, > 0)

then there exists a unique continﬁbuély differentiable vector function
parameterized in the scalar 'Sxk s [x“(sxk), u'(S;-:k);, w‘(Sxk), ’)'(‘[xk)]:
in an open interval D sbout Sxk = 0, that is the solution to (POS)
| for a fixed k and Sxk €D, and 1im [x'(Sxk), u'(5xk), w'(Sxk),
' 1)’(8;:#)] = (x*,u*,w*,0). sx;*o ‘ ‘
“ 7 Proof.  This proof borrows the line of reasoning in Fiacco
and McCormick's proof of the solution to the general parametric pro- -
graming fro‘blem which is presented in the Historical Reviéw_.

First, it can be sl;ovm that u* and w* are unique. By (b),

(=¥, u*,w¥) saﬁisfy (6.5), which can alternatively be written as

_ , _ . 1
[vf*, —vgl*,...,-vgm*, Vhl*,..., Vhp*] u*| =0 (6.8)
: W

-

Since gi(x*) =0 ———>"1ii* >0 by a.ssum'ption‘(hd), and,

gi(x*)l'? o=> ui*‘= 0 by (6.3), the vector (1,u¥,w¥) is of

dimensicn p + g + 1 , where q is the nmuber of .g_i‘s sﬁch that.

gl(x*) = 03 i.e., the number of elements in the set A%, By assmnptioﬁ
(¢), the matrix of gradients is at least of dimension p ‘+ q. Since

the existence conditions for the mulfipliers are satisfied (Z* is

. empty because (c) guarantees that the Kuhn-Tucker constraint qualification
holds) .(6.8) has a solution, and so tize dimension of the gradient natrix
ggtiell_sl D + g and the solution (1,u*;,w*) to (6.8) is uniqu;.a.

Dencte the system of nonlinear equalities
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VLixw,w) + Yoo 69
v g (x') =0 i= l;...-,'m (6.10)"'
hj(x') =0 3= 1;...,1: o O (6.11)
’ﬁ; - x* - Sxk =0 S | (6.12})

as F(x',u',w', V'; Sxk) = 0. F is a continuously differentizble

mzap from R" m+p+2 to Rn+m+1)+l in some open reglon aboub
(x u¥,w*, 0; 0) by (a), and F(x¥,u¥*,w*, 0; 0) = O because the

necessary conditions for (NLP) must be sa.tlsfled since x¥ solves

(NLP).
| The Jacobian ﬁatrix of F with respect to (x,u,w, ) at
(x*,u*,w*,0) . |
rv2‘z * o* ek
| vt dieg(g;*) © 0
~g¥T o -0 0
(&) o o o |
. | .
where U* = diag(u ), G¥ = [Vgi,..., vgj;] and H¥ =[vh1*,.:.,vi1;"].

The Jacobian is mvertlble if (a-d) hold (a discussion of thls invert~
ibility a‘_ppears later, but (a), (c), and ' (d) are cbviously necessary)
Thus, by the implicit function theorem @5} » there exists a unique

contimiously differentiable function of & X s G D Rl——-- Rn+m+p+1

" in the open interval D about Sxk = 0 such that
G(0) = (X, u*,w*, V¥ = 0)

and F{G( §x.), Sxk] =0, a_'Ll Sxk e .D.
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‘Wow, it is .sﬁown thé.t the sufficiency conditions for (POS)
are satisfied along this iraje’ctory, which is impiicitlly defined by :
F(x',u',w', J'; Sxk) = . _ | |

The sufficient conditions for (x',u',w',V') to solve (P0S)

are thatl(6.l—6.h): hold at (x',u',w', V'), .
vl (x,ut,u') + V' et=0 o (6.13)
and [V I(x sut,w! )] d 0_ y Y€ Yk" ' ' (S.lll)

where Yk.-—-{yly Vgi=0, ieB’ ={ Iu >O}, yvg.?:o, i>

gs(x') = O and u:!L = 0; yth;'i = 0, .3'=1,---‘-.:P:~

_ ‘ and yTek 0 (or Vi = )] _ .
| That (6. 2), (6 3), and (6.13) hold at (x' AR 4 follows d_lrectlyl
from (6 ll), (6.10}, a.nd (6.9) respectlvelj.
7 By continuity of the solution tra;;ectory‘[x'(sxk) u’(Sxk) ,
W (5xk), DL (Sxk)] u* > 0=>u! > 0, for small 5xk , so (6.4)
holds for i e A¥. Again invoking contimuiy; ancI because the {gi}
are differentiaﬁle and continuous, g, (x*Y > 0 >g (x*') » 0, for
small axk , so (6.1) holds for i ¢ A*. The last two statements taken
together Mply that B' = 8% . Furtheﬁnore, by the strict complemen~
tarity requirement (d), B¥ = A¥ . By dividing (6.10) by u,t for
ie A¥, (6.1) also .holds for i ¢ A¥. Equation (6.4) holds at
(x',u',w', V') for i ¢ A* from above. For i ;{.A*, gi(x'_) > 0 (also
from above), SO dividing (6 10) by g.(x‘) for i ¢ A* gives the re-
sults that (6.4) holds at (x > ,w,'\) ) forall i, i=1,...,m, |
What remains is to show that (6. lh) holds for pomts on the

solution trajectory.

~
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gince (x*,u®,w*,V* = 0) satisfies (6.7) for y e Y¥, all

- second derivatives are assumed continuous, and B' = B¥ ',

.yT[Vez(x',u"w!)] y> 0 for sma.llu Sxk a.nd

T . T.
yeY’ ={yly Vg;‘ = 0, ieB'=B*=A¥%; y Vh3 =0, J= l,...,p] .

But Y '<Y' so (6.1%) holds at (x',u',w',V'), for y ¢ Y', and
the trajectory [x'(ﬁxk),u'(axk),w'(gxk), 0'(Sxk)] satisfies the
sufficient conditions for (P0S) in some open interval D about Sxk = 0.

End of proof.

Theorem 1 guaran‘i:ees that, under certain c.ondi't';ions, there is
a unié_ue solution to (POS), and furthermore, that it is possible to
find a differeﬁtial approxima£ion to the solution in an open interval
about the solution to the original, unperturbe&, nonlinear programing
problemn. 5'&"2” 4//-41%{ S /’zﬁ/‘df ‘ U/chéxc;, Genruty 7 B4 ’z”/

Again, it is imjyortant to note that, .for each k , there is
~in effect a new perturbed-optimal solution problem. .Because c;nndi.tion
(c) in Theorem 1 depends on the value of k , it is necessary td retest -
the assumptions for each k . It is claimed that (a~d) imply the in-
vertibility of the Jacobian, which is necessary to invoke the iﬁﬁlici’c
function theorem to show a unique d:-ifferéntiable trajectory of solutions
" to (POS) parameterized in Sxk . However, note also that only fhis
invertibility requirement depends on k , becaﬁse it requiresA linear
independence of ,ek from other gra.dients » and that the rest of tﬁe
proof‘is independent of the wvalue ofiﬁ . Therefore, it may be possi’bie
to say something about the sa.tisfl‘ying‘ of assumptions (a—d)_ relative to

‘the va;}ie of k .
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A k-dependent, directly testable condition on the invertibility
of the Jacobian can be derived as follows. Write the Jacobian as -

| _' M ek _

(&) o | .
In tﬁe absence of eqﬁality conétra.ints, it can be shown [32, P 81;)]
that M is invertible if (a-d) hold with e eliminated from (c). In
simiiar mammer, it is possible to prove that the. Jacobian is invertible
if. the full conditions {a-d) hold, or to determine the invertibility of
M independent of k (since k does not gppear in M). S@pdsé M'. is

invertible, Write

M e M 0 I ML ek .

(e)T o o 1| |t o |°
The first of thfa right-hand-side mat.rices is obviously inverfi‘ble. Then,
the Jacobian -f";ar the perturbed-optimal solutions problem is invertible
iff | |
I T ek
(B o
is invertible, which is true if (ek)T M- X £ 0, or if the k-k term
of M! is non-zero. ' o |
Geometrically, it is easy to see wh:f ek need be linearly
| independent from Vg;.". , 1e A¥, Vh“"_; » 3= L.0,p. Intuitively,
a small perturbation from x* to x', &x ( = x' - x*), showld satisfy

' T . R
(Vh*J?)T 8x = 0, (vgi) 8x = 0, i € A, because it is reasonable to



124,

to expect that the ‘perfurbed.—optima.l solution will remain on the

equalities and "active" inequalities at x* for some sma.il distance

- from x¥. That this is, in fact, the cas\e is shown directly in Theorem’

2:. Now, since 8x is orthogonal to these gradients, and ‘ek .must.

A hé.ve a hon-zero Projection onto Sx by the definitidn of _th;; .1.J>‘e'r.turbai-l

tion, ek must be linearly independent from the gradj'.ents at _x* . |
The function G Sxk) is defined implicitly '_n;} (6.9-6.12),

~and is in general nonlinear. Next, a linear approximation to perturbed-

optimal solutions aboﬁ‘h the point (x*,u¥,w*,0) will be derived.

Theorem 2. If the conditions (a-d) in Theorem 1 hold, a first-order

approximation to the solution to (POS) is

el
u! u¥ %‘k | . | |
_ W' ==- W* + %k ‘Sxx. | - (6.15)
' &)
..1).,. | _O . L&rk4

where the "perturbation cdefficients_" (elements of the vector multiplying
Sxk) are solved by - o . |
B ‘ %k

Vef;f,* -g¥ H e

T diag( gl* ) 70 0

i 0 0 .0

b . —

F a pla .‘p. o
lpﬁ_lezpﬁlﬂ Fﬁ‘lﬁ wl-

PP T e e 1 . o P CoL e :' e k.,' TR e mmg cmeas 0 n e . ﬂf.'.a..,. L
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.‘_P;'c'_g_o_f. Here, the lineaf spproximation is constructed by linearization
of the equalities defining the solution to (POS). .

Because the solution trajectory is continuocusly d.ifferentiable
in somé oﬁén interval about Sxk = 0, and because Fr is continuously
differentia’ole in an open regicn about (‘x*,u*,w*,'O; 0), equations
(6.8-6.11) can be expanded in first-order Taylor series' sbout

(x*,u*f,w-*, 0). Thus

]

hj(x') =0 -—:-hj(x*) + vth(x*) §x=0 J=1000sp

t A 3* T '3 % *T _ . __"
uigi(x }=0 —-—‘:-'-'u:.L Vgi(x ) 5}: + gi(x )Vui 5}: =0 1= 1,...,111_

. . m
VZ(X',u',w')%‘\)‘ek=o —an-vz(x*,u*,w*ﬂ ng(x*) - Z vgi(x*_) Vu_’.;T

i=1
‘m 7 D )
_ = Z u"].‘_‘ v2gi(x*) + Z th(x*) Vw"JE'T
/‘,,i=l 3=l -
+Zp W ;Eh (x*) + V‘o*(ek)T §x =0 |
J J y
J=1 '
"— —
ER
X ,?k-l
'“De_fining §5x =7 5xk= 1 Sxk
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and noting that

| & L
T 2K i
Vu‘;: 7 = "'_'-""j \ ‘ i = 1,-.-,1&
k R
Ao/ I J=1pee00
VT o Y

qﬁ{ >

. equa.tion (6.16) follows by substitufion.

The vector of perturbation coefficients is a direction
specifyiﬁg the optimal readjustment to the perturbation in the k-th
component as Sxk——-r’- 0, a:l‘ld. therefore (6.15) holds in the limit.,

End of proof.

In application of the solution with fiﬁite gxk ; bounds on .th;a er.ror
of the approximation to (6.9-6.11) by (6.15, 6.16) can be obtained by
an exact Taylor.series of order two. In addition, however, there éxisf '
inequality relations that must be satisfied. These may not be, for

finite Sxk . Sufficiency conditions require

0

gi(x') =20 . il=1,0.0m
and uw' = 0  i=1,..0,m
A first-order approximation to the pErmis'sible values of Sxk to

insure these last two conditions can be obtained from

L.ooom - (6.17)

g; (%) + VgiT(x*) 71?8:;; =0 i
*

du ‘
ult o+ a)—(; b,z 0 1=2,..m  (6.28)
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Under the assumption of strict complementarity,

Ty ok L
Ve, (¥*) 77 =0 ieX
from {6.16), so. that (6.17) gives nontrivial relations only for i such

that gi(x*) >0, i.e., for i ¢ A¥ . Likewise, because of striet

complementarity _
B ﬁi* >0 - i¢ A¥
¥ =0 id ¥

Then, fram (6.16) it is clear that

du, '
= =0 i¢d a*

e

and (6,18) is useful only for i e A* ,
Thus, first-order tests on the permissible values of Sxk

can be reduced_)'(in number) to

g () + v, () ¥ Sxzo 1dE (6.19)

du,
1

w4 §x, = 0 Cie &, (6.20)

i : dxk
Another case to be considered is the one with multiple initial
perturbations. Consider the case of two forced rerturbations, in the
*

- k-th and f-th components of x¥*, Then, the new solution can be written

x'=x*+ 8}:

and the aim is to approximate §x as & Punetion of Sxk . Previously,

§x was written as

~.



¢

8x;7k5)ﬁ1= | )zk-Fl. _ Sxk:

.
Nn

which allowed the linearized sclution to be parameterized in Sxk . Now,
. the method derived above can be applied directly if the ratioc of the

forced perturbations is known. If the ratio of the perturbations is
5x '

r (i.e., 8—1 =), §x can be written

o —

bx =

which eliminates one unlmown from the 7 vector. However, (6.9) becomes

V,z: + 1)1 4 1)2e£=0
in{:roducing another unknown. Thus, the method for perturbed-optimal-

solutions applies directly with ef added to condition (c) in Theorem

1.
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A final consideration is the idea of adjusting to a
perturbation with some of the unperturbed elémenfs of x* héld fixed.
That is, it is required that some of the sensitivity coefficients
(77i's)v be zefo.;'The practical applications are obvious.

Very simply, this can be handled by adding & new con;traint:

to the problem. Tf the s-th coefficient is to be forced to zero, write

as the (p + 1)th equality constraint, and return to the method for
perturbed-optimal solutions with this additional constraint included
in the set {h j}. The solution is obtained directly from the theorems

if the required conditicns still hold. ' ' _ . .

Flghthamy 2



¥

N

.

SECTION 7
SENSITIVITY OF MARS-ROVING VEHICLE DESIGNS

- Section.5 presents designs for é Mars-ioving vehicle for

' differing assumptions and parameter values and/or iimits. The number
of designs tofals thirty-six, Fér each of these degigns it iSIPOSSible
to pose many perturbed-cptimal problems, as each of the variableé_in
each design can be individually forced from its optimum valiue and the
corresponding -perturbed-optimal solution calculated.

Because equalities can be used to eliminate variables, the
system model can Be adjusted until it contains the parameteré it is of
interest to perturb and a minimal mumber of other parameters. The
‘ﬁumber of eqﬁalities remaining is, of course, a function of tﬁe manber
of eliminations Performed.

It iéf;lso of interest to note that oniy,factive"‘inequalities
(i.e., those whose values are identically zero at - k*).need.be considered,
assuming that the strict complementarity assumption holds. This i;
simply becamse for all i such that gi(x*) > 0, it is assumed that
: ui* = 0. Looking at (6.16) it becomes cléar that this condition

effectively removes inactive inequalities from consideration and forces

;their corresponding dui to zero,

A last consideration is the need for values of the multipliers
(u¥,w*). The SUMI procedure does not return accurate multipliers, and
in addition remember that all equalities were eliminated before using

SUMT, so that they do not appear at all in the original NLP problem. So,

-

130,
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it becomes necessary in this case to ‘solve for (u¥*,w*) sepa.re.t_eiy.

The m + P .generalized'Lagrange multipliers (u*,w*) are

found from \ 1
‘ 1 _ ] : . ‘ '
’ - i - ¥ * * = .
[vf*: VE e =V : vhl....vhp] u 0 (7.1)
WY

and their existence is gua.ranteed by the Kuhn-Tucker Necessity theorem.

This requires that the n by 1 +m +p matrix in (7.1) have a de-

. pendency relation among its columns. This dependency is guaranteed to

exist only at x¥*, and it is most likely that it will not exist even
a very small distance away from =x* , Unfortunately, because of the -
iterative search nature of -the NLP solution procedure and because of
finite word léngth effects in the computer, x* is not known ezfact;y
end consequentl.yr (7.1) has, in general, no solution.

The values (u*,w*) must be approximateéd. An spproximation

was made by noting that since no solution exists to the set of homdgenous

equations in (7.1) (since the matrix of gradients is of full Ara,n.k) the

_problem can he posed as

min ” r" N (7.2)
subjectrto _ u* :
Al |+ =2 (7.3)
Vi |
u?: 2 0 i = l’oa;,m . (T.h)

where A is the sub-matrix of gradients of the equalities and inequalities -
and r 1is a residual vector. Actually, the minimization can be made
over any function of r , but the norm was chosen for reasons that will
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be explained below.
' The choice of norm is now critlical, Several of the lp norms

are candidates, They are

ol Lol Ingl

||r|12 = WV/¥12 + .. + rn?
|lr||°°= ~ max l ri| -
V;éiﬁn

The 12 norm has the disadvantage of being a nonlinear warping 6f the tfue
errors T, . The 1, norm will allow large errors (large 'ri) for
many c0mponen£s of r 1in order to reduce the largest error. Conversely,
the ll norm does not warp the errors and considers all of them directly
in its value, Thus, the norm chosen was 1l . Thgn, the problem specified
by (7.2), (T.S)S.and (T,h) was written as a linear programming problem and
solved.by a2 simplex algé}ithm, yielding %alues for.tﬁelmultipliers
(u*, w*). | | |
The rest of this Section presents the investigatibn.of the

seﬁsitivity of one of fhe designs determined in Section 5. The selected
case is problem 1A, a four-wheeled direct communicating rover design.

| After determining what design parameters it would be of interest
. to perturb, ﬁhe sysﬁem model was written in 26 design parameters with 16

equality constraints. The design variables were placed in a new x-vector
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2

. ST . , v, s%,P
esci’Msei? sci’Feom Peom’ Beom? _PI?IG’ 7

x = (T 8’
Eba.tt’ Trov’ W A Tbn’ Trn’ Tpqr Trg? Ls

Kq’ Q> T, PLR, Sséi" T_.,roving fraction)'

| where the roving fraction is the square-bracketed term in { h.3’{). The
16 equalities remaining correspond to equations (kb), (4.5), (4.3), |
(5.36), (L.37), (4.18), (2.9, (%.20), (M.21), (h.22), (L4.23), (4.25),
(k.26), (k.24), (4.7), and the roving fraction equation. They were
mmbered in the order above, 7
At the optimal point, pmbléﬁ 14 had 8 active inequalities.

Inequalities 1 through k4 were relations (4.42), (1.32), (4.38) and
(4.30), respectively, Inéqua.lities 5 through 8 were thé direct iimits_

2

on D

com’ A, s* and Ve respectively. The multipli_ers é,pproximated for

Problem 1A were:

w = 0.0037197 Vg = 0.0202090 .
u, = 0.08532% Wg = -0.1T767E-03
Uy = 0.174217 W, = ~0.291739E~04
W, = 0.0017596 -WS = 0.96237E-0Oh
U = 0.064972 vy = -0.19495E-03
v = 1.57heh Wio = ~0.11319E-Ok
U, = 0.149539 Wy = 0.19660E-03

Cug = 10.46755 Wi = ~18,2746
W o= 0.49220E-0h Vi3 = -7.22808
w, = -0.0061258 Wiy, = =0.14747E-03
wy o= 0.92256E-05 “15 = -h,16517
W, o= 0.128858-03 16 0.11495E-02

- e g i T
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As one notes from Theorem 2, Section 6, the output of the

sensitivity analysis for each perturbation is the vector of "perturbation
. \ o
coefficients" —

.-,zk

ERAE

@)
dxk

Calculations were made for the perturbation coefficient vector for initial

perturbations in Ws'c., R

i > F

RIG? “rov’ b’ Ui’
7 solutions. The results are presented in Tables 17 and 18.  The

com and Ssci - a total of
solutions were obtained by the use of a double precision Gaussian
el:i_mination-‘rou?:ine to solve (6.16). It s.hould be noted that because
of round-off ér‘rror, any value of magnitude less than 16710 snowa ve
rconsidered Zero, . |

The proper interpretation of the perturbation coefficient
vector is that it represeénts the optimal direction of movement from the
optimal point (x¥, u¥, w¥, 0) for infinitesimal values of thelinitial
perturbation SX];:, and the magni‘bud.e of each perturbation is d.eternﬁned
by multiplying by Sxk . Thus the value of the pertﬁrbation coefficient
for any design parameter (member of x*) indicates the sensifivity of
that palrameter to a forced perturbation in the k~-th parameter a.rouhd
the opfimal point. Again, this value is a linear approximation and in

general becomes more inaccurate as ) X, increases due to the in-

.



PERTUREED

TABLE 17

PERTURBATION COEFFICIENT FOR. PARAMETER:

FARAMETER | Tesci Wsed Téci com Diom Room Ferg
Wt 35.75 1.0 m3.8h93 62_ 3.§80E 02 0.66E-15 3.091E Ok -1.50E 93

' R, 1.118£-03  3.128E-05 . :-2.h9E-02 ‘ i.lglg-oe 0.102E-19 1.0 | ~3.723E~02 _‘
Porg -3.004E-02 -a.héeE-éh' 0,3355 -0.3198 -0,271E-18  -26,86 1.0
T, |-9.80k | ~0.272 53 =T3.77 . =0,971E-16  -6.19TE 03,  2.307E 02
W, -L.42kE 05 -3.98YF 03  1.591E 06 ~1.516E 06 -0.900E-12 ~1.27M4E OB h.7h2E206
'Li 3.738E o2 .,1o.h6 ~4,176E 03 3.980E 03 lo.355E-1h 3.343E 05 -1.2hsﬁ ok
‘Ssci T.TT6E Ok 2,175E 03 .—6;H5hE 05 6.327E 05 " 0,909E-12 5.31LE o7 -1.978E 06

PERTURBATICN COEFFICIENTS FOR DESIGN PARAMETERS - PROBLEM llA

*GET



(Table 17

continued)

PERTURBATION COEFFICIENT FOR PARAMETER

PERTURBED . |

PARAVETER Vg .8 o Epatt Trov " A
L 0.55E-1k4 0.35E-1k4 ,--1.1875‘03' ~3.053 | -1,171 -2, 43E-0k -'_-0.33E-1h
ﬁcom -0.9363;19 0.880E-19  -3.842E-02 -6.9813-05 -2.677EQ05 -7.85IE;0§ -0.1693-19
Perg | 0-918B-18 . ~0.250E-17 1.031 ' 1.8758-03  7.192E-03  2,109E-07 . 0.L55E-17
Trov 0.173E-1%  -0.535E-15 2,380E g2 2,606 1.0 | 4,865E-05 — 0.222E-15-
W 0.286E-10 ~ -0,127E-10  L4,893E 06  8.892E 03 3.L10E 03 1.0 0.155E=-10
LIy 0.264E-13 -0.355E-13 -1.284E ok  -23.3k 28,950 - =2,625E-03  0.h63E-13 .
St 0.969E-12 - 0.103E-10 72.0&13 06 -1;758ﬁ oﬁ -6.7Th3E 03 -th172' - 0.620E-11f_

09E-c



(Table 17

continued)

PERTURBATICN COEFFICIENT FOR PARAMETER

PERTURBED | |
PARAMETER| T, T "4 k Tr@ Ly X, Q
Wy l-67.55 -60.32 21..00 -99.12 0.0925 6.156 11518 03
Roam -2.185E-03 -1.951E-03 6.%95E-dh l—3.206E-03 . 2,991E-06 1.9913-04 -3.723E~oe
Porg | 5.870E-02  5.242E-02 1.826E-02  8.614E-02 -8.035E-05 =-5.350E-03  1.000 -
r;v‘ i35k 12409 4,211 19.87 -1.8538-02  l.23k 2,307TE 02
Fw 2,783E 05 | 2,U86E 05 ~8.656E Ob  4,0BLE 05 -3.810E 02 - -2.537E Ok ‘.h.THEE 06
L, -7.306E 02 = -6.524E 02  2.272E 02 ~1.07T2E 03 1.0 66.58 ~1.2458E oh k
Sges -1,161E 05 . -1.037E 05 3.611E'0h -1.TOLE 05 1.589E 02  1,058E ok ~1.978E 06

fLLT



-~ (Table 17

continued)

PERTURBATION COEFFICIENT FOR PARAMETER

PERTURBED E
PARAMETER T PIR R T Roving
- scl p M
, - ! Fraction
st 0.L49E-05 0.12E-0k4 0.20E-d3 30.8hE-02 -0,25E-02
Room 1.597E-10 | 4.038E-10 5.976E-09 -1.929E-07 -8.174E-08
Pera -14,290E-09 . -1.085E-08 -1.337E-07 5,182E-06 2.196E-06
Trov -9,896E-07 -2.502E-06 -1.461E-0L T.203E-03 5.065E-04
¥ -2,034E-02  ~5.143E-02 -0.6338 2h. 57 10,41
Ly 5.3398-05 1.350E-04 1.664E-03 -s.hsoﬁ-oe _ -2.733E-02
Seoy . |B-4678-03  2.1W€E-02 - 1.0 -48.58 -4, 34

nnc-r
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'TABLE 18

PERTURBATION COEFFICIENT FOR MULTIPLIER: ]

PARAMETER . u, u3 W, u5 g
Wy | -0-3692 20.84 1543 - 6.995 16,94 -1.838E 03
R,om 5,124E-07 -e.haeE-os -1,728E-04 -8,051E-06 2.853E~05l 2,135E=-03
Pena ~1,377E~05  5,339E-0L 6.L96E—03 - 2.069E-0k4 8.705E;oh -ﬁ.?lsE-oa
T oy 0.9322 -0.5380 3.939 0.1800 -0.4969 b7
W, -65.27 2.549E 03  -L.339E 07  2.208E 05  4.128E 03  ~1.866E 06
I, 0.1713 -6.719 -80.85 -2.575 -10.83 | 5.920E 02
sai 98.85 -4,613E 03  -3.375E Oh  -1.5hkE 03 | 4, 260E 03 -h.067E 05 -

FPERTURBATION COEFFICIENIS FOR GENERALIZED'IAGRANGE MULTIFLIERS - FROBLEM 1A

nsETI



(Teble 18 continued)

e PERTURBATION CORFFICIENT FOR MULTIPLIER:

: PARAMETERV | .u? g W) ?2 : w3 ﬂi: w5:
W, | 2-052E 03 6.927E 02 -o.938ﬁ102 -o;loum-oi ' -0;206E-O3J 1.954E 01 7.519
R.om -2.3865-03 " -8,.654E-0L -2.u98E-07 -2,821E-07 8.164E-10 -2.27éE-05 ~T.012E-07
Pope | 5-2WME-02  1.930E-02 6.7075-06  7.5778-06  1.985E-07 k.ogfE-ob  1.884m-ok
Trov 52.96 ‘19.u1 | 5.593E-03 5.790E-03 ~9.210E-06  0.5046 | 2.515E-02
W 24758 05  9.113F ok  31.80 35.93 " gh,1k 2.358E 03 89.30
L, -6.526F 02 ~é.u02E 02 -8.347E-02 -9.&313-02‘ -2.471E.03 | -6.218 0,234l

ccd -u.5h3ﬁ 05 ~1.793E 05 . -h7.96‘l «49,.65 T.897E-02  -L.326E 03 -1,571E 02

.01_!-[



(Table 18 continued) .

PERTURBATION COEFFICIENT FOR MULTIPLIER:

-1.398E 03 .

 PERTUKBED | |
PARAMETER - W w7 ‘ WB Wg‘ wlo lel P

L 38.48 6,319 20,8 " 26,06 1. 477 | 26,28 -3.024
Room —h.thE-OS‘ -7.339E-06 . 2,422E-05 -3.028E-05 -1.716E-06 3.055E~05 -9.767}:-05
Perg 9.85uE-ohf 1.618E-03 -5:339E-Oh 6,65TE=O 3. TTLHE~C5 ~6,T19E-0O4 2.62&3-03
Trov 0.9931 0.1631 -0.5380 0.6725 73.812E-02 | -0;6783 0.6164 |
W, 4,704E 03  7.725E 02 -2,549E 03  3.1L77E 03 1.T47E 02 -3,207E 03 1.244E o4
L, 12,40 _2:0%6 6.719 -8,285 -0.4696 8,362 32,65 p
S -8.5153 03 L4.613E 03 ~5.766E 03 ;3.269E 02 5.816E 03 '-5.262E 63_

*THT

L=



(Teble 18 continued)

PERTURBED

PERTURBATION COEFFICIENT FOR MULTIPLIER:

| PARAVETER| W, ) vy g 6 <

Weoi ~1.196 19.54 ~0.2918. h.eTTE-dé -8.111
Room -3.863E;0h -2,272E-05 '—2.213E-05 -3.989E-08 -8.107E-09
PRTG 1.038E-03  4,996E-04 : 5.§th-03 1.071E-06 .-5.9233-06
Trov 0.2438- 0.5044 -0.8155 1.431E-03 -1.900

W h.gelE 03 ' .2,358E 03 2.8188 03 5.080 -1.332E 08
ﬁi -12.92 -6.218 ~7.398  =1.334E-02  -9.17LE 02
8,04 | -2.081E 03 =-L,325E 03  -1.137E 03 =-8.937 l-8.766E 08 -

‘ent
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herent nonlinearity of the problem, The implications of these results

are discussed in Section 8. .



SECTION 8

v

DISCUSSION AND CONCLUSIONS

This section is divided into discussions of optimal design
results, the perturbed-optimai‘solutions problem, sensitivity of Mars-
- rover designs, and conclusions. The conclusions include the author's

recommendations for future work.

8.1 DISCUSSION OF OPTIMAL DESIGN RESULTS

An important result of a nonlinear programming opﬁimization
is an examination of the "active" (i.e., equal to zero) inequalities
at the optimal point. In all runs,_tﬁe totél launch weight constraint,
'(h.39), is acﬁive, as can be seen by noting that the mass ﬁf the rover
(M) is at its meximum value. This is an intuitively pleasing result,
for it indiqates that it is optimal to use all the available weight
allotted to the.-system. _

The eéuipment'weight ratio constraint, (4.38), establishes
the equipment weight limit that a vehicle qtructufe of given gize Ean
carry. For the h-wheeled cases, this constrainﬁ is active whep structure
weight, W _, is 190 kg, As seen in the tables ofrségfion 5, this con-
straint is active for all runs for case 1 (l-wheeled, direct.comﬁnnicating
rover), but only in pfoblem 3E in case 3 (L-wheeled rover communicating
_ 'via'a Mars orbiter), This implies that when a large communications sub-
- system is onboard, equipment is a scarce regource in terms of the optimal
design, Cohversely, if the communications subsystem is sméll, the weight

savings are not allotted entirely to other equipment, but partially to.

. A o 144, .
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thé vehicle structure. The rea;on for this_is that a larger-wheelhase

~ vehicle has an advantage as far as obstacle avoidance is concerned
(smaller obstacles become unimportant, slcﬁes are calculated on larger
base lengtﬁs and consequently errors.are smalier). waever,-this reason-
ing only holds when fehicle velocity (Vf) and thé‘slope threshold (s*)
are limited (problems 3/ - 3D). When these parameters are unconstrained
(as in 3E), the weight saving optimally goes to the power subsystem so

that v

£ can be increased.

For the 6-wheeled vehicle (problems 2A - 2F), an active weight
ratio constraint would be indicated by a vehicle structure weight of -
207.3 kg. Table 12 indicate% that this constraint is never activé.r
This result ig due to the fact that the 6-wheeled vehicle is more
sensitive to smaller obstacles thah an equivalent weight h-wheeled rover
since its track is-considerably smaller than its wheelbase. Consequently,
it is apparently optimal to inéreése the vehicle size to reduce this
sensitivity, even at the expense of vehicle velocity (see results for
2E). .

In subsection 4.2.3, a discussion of the RTG power (PﬁTG)

relations is presented. The RTG power output is properly found from

PBTG = max (Pirop + va’ Qh +.Qin)f
In most problems, the first term is tﬁe ;arger. However, in some 6=
wheeled problems.(EB'- 2D} the second term predominates. The interest-
ing case occurs when the two terms are equal, indicating that it is
optimal to utilize all power resources both during the day
(P + P ) and ﬁight (q, + Q). This is true in all problems for

prop

e



146.

‘case 1. except 1K plus problems 3C and 3D. What occurs in these ine
_syahces is that insulation thickness (L;) is reduced (with corresponding
‘weight savings) until night heater power (Qh) is large enough to’
equélize fﬁe terms, Since the power 1s available due'to the‘high day-
‘time‘requirements, there is liﬁtle cost to this maheuver as far as night
operations are concerned mnd.weight is =saved. waever,-the thermal con-
trol problem during the day is affected by the insulation thickness
reduction, and in some problems (34, 3B, 3E) this change becomes the

RTG
" relations is highly linked with the thermal control subsystem, it is

predominating factor. Becéuse question of the equality of the P

not surprising that the equality does not exist in some of the 6-7
wheeled rover:problems (2A -~ 2F). The thermal control problem here is
complicated by the fact that during the day one compartment (electronlcs)
requires cooling, while the other (SC1ence) needs to be heated because
of the low heat'61551patlon inside it, In 24, EE, and 2F the equallty
exists; but in 28 - 2D égy power requirements are lower because of
lower slope thresholds and vehicle velocities and the night heating
problem is a more serious problem, |

Another often active inequality is the relation of (h 42)
which states that the time interval between the start of one battery
reghafge until the next recharge is required*(Tcy)‘shOuld be less than
; or equal to the totél vehicle operational time in one Mars day (V). In
all problems in which this constraint appeared, it waé active, This
simply meanm'that since recharge time is "down" time for the systém, anj
optimal-design is one which mmximmzés the time betwegn recharges, even .

at the cost of battery weight. In some problems (1F - JAB) concerning -

.
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the L-wheeled, direct communicating rover, (4.42) was changed to limit

roving time between recharges (T ) to a maximum of V-, This design -
rov Siwgﬂfeggﬁfz>
allows for the possibility of direct commands from Earth Supereedingffﬂ

hormal vehicle operations and directing a long-distance rove. In these

.

designs, 'Trov waé,in geheral ruch higher, but tﬁe upper limit was
achieved only in problems 1S and 1U, where veloéity and slope threshold
were unconstrained, an alternstive thermal control model was used

(290 = Tyt < 310, ey = 0.5) and S__. was fixed, The combination
of high slope threshold and the alternative thermal control model was

" the decisive factor, since less stringent temperature limits allowed
less,allocation to the thermal-COntrol subsystem, a cbrresponding in-'

*

erease In s™ and hence a high value for Tro . .

V

Other active constraints involved direct limits om deéign‘
parameters. . In all problems, upper or lower limits placed on__#f 3 s*,,‘
equipment package surface.area (A), and antenna diameter (Dcom) were
aitained. This implies %hat they are critical pvarameters of the design.
For example, if .Dcom was left unconstrair:d it would take s highéf
value, but then the antenna would not Fit into the Titan ITTc meroshell.
The implication is that the upper limit Placed on Dch should be de-
termined accurately, and any modification to the aeroshell wﬁiéﬁhwéuld
allow a larger antenné should be considered. e

In some problems, Ve ~and s*  were left unconstrained,
Particularly note the results of 3FE where Ve = 13.60 m/sec and 1Y
where &% = 32,22 degrees. In instances such as these where the values

are unrealistically high, it is because there are factors not considered

in the model. A high velocity is unsafe because of the difficuifgféf‘A'“” “
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stopping the vehicle quickly in an emergency siﬁuation. A high slope
threshold admits the Possibility of the vehicle tipping over. Whether
or not either of fhese problems will occur is highly.depgndent upon the
features of the Mars terrain; which are only hazily known at this time -
hencé the need for limits on these two pérémeters: The resﬁlﬁs show a
high dependence upon these limits, indicating ﬁhat data from future
Mars-landers should be used to more accurately determine acceptable
llmlts. However, the trade offs remain heuristic - how "unsafe" is g
specific velocity, and how much "unsafeness" can be tolerated in order -
: to achieve greater coverage of the planet surface?

Other design implications can be culled from the résults of
Section 5., A campérison of results for problems 2A and 2F indicate
that radiators on the larger sides of the equipment packagesrare
marginally Better for a 6-wheeled vehicle., This is also true (see 1p,
1qQ) for a h-wheeled vehicle with equipment package relatlve dimensions
of L4 : 3 33 : 1 {these are the recommended ratios, because they allow
egsier correct placement of the ceﬁter of gravity of the vehicle). Howf
ever, if the relative dimensions go to 5.5 : 3.6 1, smaller radiators
become significantly better. . _

The results of 1R vs. 1 and 1V vs. 1X indicate that little
. penally in overall system performance is paid by restricting the-accept-
.'aﬁle internal temperature range to 300 iVBK rather than 300 + 10K,
regardiess of which thermal efficiency factor is used{

Problems 1Y and 1Z show that if more frequent (in distance)

science stops are desired, the only significant adjustments to the
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optima; design are a decfease inr v, and an increase in 8% .

As a whole the results tend to show that péwer is a “cheap"
-commodity in an MRV optimal design. Thaf is, power consuming subsystems
and activities are not normally limited bﬁ the power they require, but
‘by-theirrﬁeight and/or time regquirements. An exception to this general
rile in probiem lK,‘where in g desgign unconstrained in fehicle velocitj
- and slope threshold and with strong roving capebility (Trov £ V) the
high daytime roving requirements cause RIG powér to be very high. This
has the effect of requiring power saving, which is aécomplished by in-
creasing the insulation thickness. This in turn means that heater power
fequirements at night are very low., |

Another indication of the results is that batteries might not
ﬁe required if the slope threshold was high enocugh, or if a cérfesponding
increase in pathflength ratio (PIR) was acceptable (here agdin, the judgg—
ment cammot be ﬂade because simply not enough-islyetrkndwn about the
Mars surface). : |

Because they deal in more realisvie types of designs, pr&blems
A-~E in all three cases deserve closer examination, Of COursé,'any COmr
T parison befween the three major cases, as well as‘éll others made in
this éection, are based upon the choice of performance index;

Except'in’the case where v, and s* are‘uncanstrainéd, the
’pérforménce of the b-wheeled, direct comﬁunicating rover exceeds that ofr
the 6-wheeled vehicle. Especially since the unconstrainéd'case (problems
1E and 2E) is nof likely to be acceptable for reasons mentioned above,
the L}—-wheeléd concept seems clearly preferable, Si:—c—wheeled. performance

is 78, 48, 55, and 92% of the h4-wheeled rover's in problems’ A-D re-

o



150.

spectively, The reasons are twofold. Fifét, tﬁe equipmeht weight ratio
is higher for the h-whEeleé rover. Second, the S-Vheeled rover has a
disadvantage due to its small track and consegﬁent problems of béing con-
éerned with sma;ler obstacles, The design solution Wﬁs to build a lérge
vehicle structure,:whiéh just compounds the-equipmént weight,ratio dis-
advantage. Finally, because the 6-wheeled rover will be'less'maneuver-
able, due to its three articulated sections, its slope and velocity
1imits might have to be set lower tham those for a l-wheeled vehicle,
again decreasing its relative performance. However, the 6-wheeled
vehicle seems to have one overriding advantage - reliability, due to the
‘redundancy of‘6 driven wheels. Once more, the trade-off of reliability

. i
vs. performance is not a clear cut problem. I

Comparing the results for the two L-wheeled cases (direct Jnd
relay communications)} shows on;y a small improvement in system per-
forﬁance in thé'relay caée, except in the unconstfained problems (18
and 3Ej which again areJﬁotlrealistic designs. Problems A-D show a 10,
1, 17, and 33% iﬁcrease in performance respectively for the relay‘over
the direct system. Considering the cost and complexity of estsblishing
an orbiting communications relay satellite for Mars, the relaj concept
does not seem to be a viable alternative. If, however, the relay link
ability could be addéd to another Mars-orbiter mission, or if the orbiter ,

could be used for additional functions, the relay link concept would

lock more attractive by comparison.
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8.2 DISCUSSION OF THE PERTURBED-OPTIMAL SOLUTIONS PROBLEM

The determinations of when a first-order approximation to a
.perturbed-optlmal solution can be made, ;nd the solution of the perturbed-
optimal problem cbtained are given in Sectlon 6, and do not require further
"discussion. A few comments will be made here relative to the use of the
methad. | |

Before appllcaxlon, the four conditions of Theorem 1 must be
satisfied. Flrst the objective functlon and constraints must be twice
differentiaple in the region about the cptimal sqlution to the NWLP
problem. This is quite often the case, but a large class‘of problems
-is nonethelesé excluded. Second, the solution must satisfy the suffi-
ciency con&itiéns for.(NLP) presented in 6.1, which is a stronger state-
ment tnau requlr;ng that (&%, ¥, w ) is a local solution fo (NLP)}. |
This requlrement is directly testable by the Jacoblan Condition Implying
Sufficiency (see 6.1). .If the Jaccbian Condition is tested and is
satisfied, the resulting inverse can be used to test the applicability
of the method of pe?turbed—optimal solutions for a particular.value of
k as described in 6.2. Third, the vectors g , 1At , ¥,
all j , and ek must be linearly independent, The independence of ek
from‘the gradients was discusséd in.6.2. The indepén@énce of fhe‘
gradients is noﬁ even a necessary condition for the Kﬂhn-Tucker.&heorem
to hold; but it is a sufficient condition quiﬁe then‘tested before |
the Kuﬁn—Tﬁcker Necessity relation is calculated for an ﬁLP problem.

Note also that the independence of all the vectors jointly precludes

the possgibility of foreibly viclating a direct limit on a design para-“
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meter, If the k-th element of the solution achiéves an'upper or lower
direct limit at the optimal point, the gradient of that gctive inequality
-ié ek', which is obviously not linearly indepéndent from itself. The
queéfion of perturbing a parameter with a direct limit is more properly.
viewed a8 changing that limit,Aand the problem becomes the paramétric
programming problem (see Historical Review). Fourth, and last, striet
éqmpl?mentarity of the inequality multipliers. must hold (i.é., gy = 0
mist imply u; 7'-0). This can be alternatély stated aé.requiring that
the value of the objective function f(x) be sensitive to the inequality

in question. If the i-th constraint gi(x) = 0 is rewritten as

- _
gi(x) = bi Fhen

3 £(x%)
Yy 3D,

b, =0
i

so if w,. =0 when g =0 the objective function at x* is not
sensitive to the constraint (to first order), and it is expected that

the linearizabion done in Theorem 2 should fail to solve the problem,

8.3 DISCUSSION OF SENSITIVITY OF MARS~ROVER DESIGNS

The perturbation coefficients of the pertu}bed-optimai
golutions for T_différent forced pérameter perturbatioﬁs in frﬁbleﬁ
: lA‘appgar in‘Section 7. Application was limited to this problem be-
cause the gSefulness of the perturbed-optimal solution method is
adequately shown, and because the time and money expenditﬁres of
'generatiﬁg these solutions can be reduced by first reducing thernumber

of candidate designs, which is a task outside the scope of this work.

ey
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Results confirm the design dependenciés obtained by comparing
the results of optimizétion.(sée 8.1). For example, the cﬁtﬁmal design
is highly sensitive to all of the perturbed parameters but the commmica-~
tions data'ratex(chm). The insensitivity to R, = was expécted from
the comparison of fhe direct and relay link rover designs. Depeﬁdency
on the value of science weight is high, as reported by the solution
to (PQS) and fhe results are supported by the compariéons of the desiéns
of 1R to 1T and lé to iU. Likewise, the semsitivity to roving time.be-
tween recharges, Trov’ given by (P0S) is confirmed by the comparisons
of the designs 1A to 1F, 1C to 1J and 1E to 1H. These are not direct
.comparisons in that for the optimizétion-runs the constraints themselves
were changed;—but fhe same sensitivities as discussed in 8.1 can be %een.

As a Turther example; consider forcﬂale perturbation of thzia
vehicle wheelbase (Wb)' Optimal design results show that increasing
wheelbase makes roving a more efficient operaiioﬁ. Correspoﬁdingly,

_the perturbed-optimal solution for a pertinrbation in W, shows tnat
parameters concerned with science and cormnications (W, |

s T

i’ “eseci?

P oom? Rcam) decrease ;n value and the frequency of science stops (Ssci)
also decreases, while those parmeters related to the roving function
(PRTG’ L Trov) undergo sharp-increases, As a side effect, the
increase in RIG power means more available power at night for heaﬁing,'
g0 insulation thickness (Li) decreases. These results are easily pre-
dicted, but only after the fact. In addition, the perturbed-optimal

solution also gives an approximation to the proper relative magnitudes

of these changes. Sensitivity analysis by perturbed-optimal solutions
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has provided useful information aboub the.aesign adjustment procedure

. for an MRV after forced perturbations in design parameters.

8.4 CONCLUSTONS AND RECOMMENDATIONS

The work présented here has acﬁieﬁed two goals. A systématic
method for examining design trade-offs has resulted in the determination.
of oﬁtimal designs for a Mars-roving vehicle and enabled the relation-
ships between design parameters to be ascertained. While the mathe-
matical tools of the method are certainly not new, the approach to the
problem is an attempt to improve upon present methods for aesign of |
large aerospace systems. In addition, by derivation of a new metﬁod for
examining the sensitivity of designs determined by nonlinear programming

~ techniques, a useful tool for constructing such a system under real-

.world constraints has resulted,

P e -

Further investigation into the problem of determining per-
turbed-optimal solutions could include:

1. investigating the possibility of using second order
methods, which have significantly more complex form
(i.e., nonlinear equaticns) but should achieve greater

_accuracy

2. improving the accuracy of the first-order method
developed here by utilizing successive approximation

techniques for finite SXE

3. determining the feasibility of exact solution to (P0S)
by solution of the nonlinear equations (6.9 - 6.12)
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finding better methods of approximating the
miltipliers (u*,w*) and investigate the
sensitivity of the perturbed-optimal solution

to errors in (u¥,w¥)

considering the properties of the solution to
(POS) in special cases such as gecmetric, convex,

or quadratic programming problems,
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APPEND IX

Here it is shown that the Jacobian matrix related to problem
(POS) is invertible under the conditions stated in Theorem 1, This

will be done by showing that there are no non-zero solutions to

pucer — e -

T dia,g(g'; ). 0 0 27 -

e o 0 0 3 = 0. (A1)
P

(ek) o o 0 2

: ' *
From (Al) it is cbvious. that zi =0 for all i such that g.> O.

* T % 1 . L . - . %
Also, u, v g; 2 =0 for i such that gi:O(l.e._, for 1ie B7).

From the assumption of strict complementarity, the last line also implieé

* o *
VTgizl=O for 1 e€eB .

* It is also clear that VT

1 kP OL
) gt -

* : ,

hJ.z:O,allj,and,(e 0.
Premultiplying (A1) by [le , 2, 2, z”] gives

' *

le Veat zl + le G* 22 + le H* z3 + zj-'T ek zh

¥ #*T
ZQTU zl+2T

+ G 27" diag (g?_') 22 & gL T gt + zh' X7 zl=o

Using the deductions made above, all temms in (A2) but the first one
are shown to be identically zero. Now, because u'); = 0 for 19_’ B¥,

the remaining ( first) term can be rewritten as

162,

(a2) o Co :-.‘_f..' -".."



. - | : 163.

_\\.
1T | 2. ' 2 = 2 1 |
% ¥ * L * _
Zz Vv i - Z uiv gi+zij‘hj z- =0,
: ieB¥ | 3= :

Since -zl is orthogonal to vg';f_' s 1¢ B*,, v 4 h?, all j , and

from the fact that sufficiency conditions for (NLP) are satisfied

- Vex(x*, u*, w*)] 2t >0 for 2t £ 0,

" thus z:L mist be the zero vector.

Then, again from (Al),

n P o
2 3 * kL
‘ : zivg9i%+z Zj th+ez—0.
i:l j_—_l .

L] - - - > * *
‘However, since z? =0 for i ¢ B® and since Vgi s ieB , th s
all j, and e are assimed to be linearly independent, it is cleax

3 L

that in addition to z:L being zero; z2 =0, 2°=0, and 2 =0,
This completes the proof since it has been shown that the
only solution to (Al) is the trivial one, and thus the Jacobian in (AL}

is invertible.



